Chapter 5
Inter-Industry Analysis: The ORANI Model
of Australia’s Industrial Structure

B.R. PARMENTER®

1. Introduction

Inter-industry analysis emphasises the idea that the
economy should be viewed as a complete system of
interdependent industrial sectors. Individual in-
dustries supply produced inputs to each other, they
compete for the economy’s supplies of primary fac-
tors, they compete for sales in domestic markets
and they interact with each other via international
trade. The implications of industrial inter-
dependence are often crucial to the understanding
of the effects of changes in economic circumnstances
both on particular industries and on the economy
as a whole. Consequently, the ability to capiure
inter-industry effects is of great importance for
policy analysis. This Chapter is about some
methods which have been developed to model in-
dustry interactions in order to provide detailed
quantitative projections of the effects of policy-
relevant changes on the Australian econormy.

Two elements are essenttal for the type of
analysis with which this Chapter is concerned. The
first is a theoretical representation of the ways in
which industrial sectors interact with each other.
The second is data which reflect the extent of the in-
teractions in the economy. Combining these two
elements can be a complex task, especially if the
range of interactions which are to be represented is
wide and if a detailed industrial disaggregation of
the economy is to be retained in the data. Informal
methods of analysis are not appropriate in this con-
text, Quantitative inter-industry analysis Tequires
the establishment of formal economic models to
trace out the implications of the theory and data
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about sectoral interactions in the economy. ORANI
is an example of such a model' which has been con-
structed to represent the Australian economy and
which has been used for the analysis of a variety of
policy issues. These include the effects of changes in
the rates of tariff protection against imports, the ef-
fects of changes in the exchange rate, the effects of
a mineral-export boom, the effects of changes in
world commodity prices, the effects of changes in
domestic real wages, the effects of MAacro-economic
strategies aimed at reducing unemployment, the ef-
fects of changes in the pricing policy for domestic
crude oil and the effects of home-price schemnes for
agricultural export commodities.”? The ORANI
model is the main example which is used in this
chapter to illustrate what is to be said about inter-
industry analysis.

The remainder of the Chapter is organised as
follows. Section 2 contains a discussion of the
primary sources of interdependence between in-
dustries in the Australian economy. It aiso includes
illustrations of why it is important, from the point
of view of policy analysis, to account for these in-
teractions. Section 3 contains material about inter-
industry modelling. The fore-runner of modern
inter-industry models, Leontief’s open, static,
input-output model is outlined in subsection 3.1. In
subsection 3.2, ORANI is described and related to
the input-output prototype. First, a simple stylised
version of the model’s theoretical structure is
presented (subsection 3.2 (a)} followed by some
details of the main features of the implemented ver-
sion (subsection 3.2 (b)). The results of an il-
justrative application of ORANI are presented in

* The author wishes to thank Alan Powell and Peter Dixon for their comments on an carlier draft of this chapter.
Responsibility for any errors and for all views expressed lies solely with the avthor. :
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Section 4, The question analysed in the application
is the effect of a 10 per cent increase in domestic
steel prices. Some brief concluding remarks are of-
fered in Section 5.

2. Inter-industry Linkages and their
Importance for Policy Analysis

A useful way in which to organise data about the
structure of an economy is to categorise individual
producing units into industries. Many possible
criteria, not all independent, might be used in the
classification. Similarity of outputs (the ‘textiles’
industry), similarity of input structure {‘metal pro-
cessing’}, regional location (‘high-rainfall-zone
farming’) and demand characteristics (the ‘tourist’
industry) are examples. The degree of observed in-
terdependence between industries will not be in-
dependent of how industries are classified. In par-
ticular the higher the degree of disaggregation
which is specified in defining the industrial struc-
ture, the more interdependent will the individual in-
dustries appear. Interactions between industries
defined at a high level of disaggregation — the pur-
chase of yarn by the ‘weaving’ from the ‘spinning’
industry, for example, or the substitution of plastic
belts (produced in the ‘plastic apparel products’ in-
dustry) for leather belis (produced in the ‘leather
apparel products’ industry) — simply cancel out as
intra-industry effects at higher levels of aggregation
when only a single ‘textiles’ industry and a single
‘clothing’ industry are distinguished,

The observed amount of industrial inter-
dependence is thus sensitive to the nature and ex-
tent of industry disaggregation considered. The
same sources of interaction between industries in
the typical developed market economy are, on the
other hand, evident for a wide range of characteri-
sations of the economic structure — from a highly
aggregated representation of the economy in terms
of just agricuitural, mining, manufacturing and ser-
vice sectors to much more finely disaggregated
structures.” Two main sources will be identified:
direct interactions and interactions implied by con-
straints on the aggregate operation of the economy.

2.1 Direct Interactions

Linkages between industries in the chains of pro-
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duction and distribution of goods and services are
the most obvious source of industrial inter-
dependence. Firstly, there are forward ang
backward linkages arising from the provision ang
purchase of intermediate inputs. Most industries
seil their outputs to other industrial users as well ag
to final demand. Milk, for example, is sold both for
processing in the dairy products industry and also
for personal consumption. A change in the demand
for cheese will affect the milk-producing industry as
well as the dairy products industry. Obversely, pro-
ducers generally require produced inputs to their
production processes as well as primary inputs.
Production, especially in the manufacturing sector,
can be regarded as the addition of value, via the ser-
vices of primary inputs (land, labour and capital),
to inputs purchased from other industries. Steel,
for example, can only be produced if supplies of
iron ore, coke and electricity are available,
Anything which affects the availability or the costs
of iron, coke or electricity will have implications for
the steel industry and, of course, for steel users.
Investment flows constitute a second form of
direct inter-industry linkage. Just as the production
of a unit of current output by any industry will
usually require the supply of inputs from other in-
dustries, so the creation of capital equipment by
any industry, via its investment, will create a
demand for produced investment goods.
Construction-related industries and machinery
manufacturers are the most important suppliers of
investment goods but the precise mix of com-
modities embodied in additions to capital stocks
varies across investing industries. Investment in
rural industries, for example, will require a relative-
ly high proportion of inputs of agnculturai
machinery. Buildings and computers, on the other
hand, will comprise a high proportion of capital in-
puts for many industries in the service sector {bank-
ing, trade, etc.).* A shift in the allocation of ag-
gregate investment among industries — stimulation
of the tertiary relative to the primary sector, for ex-
ample — will therefore have direct implications for
industries which produce the relevant capital goods.
The third type of direct inter-industry linkage
arises from the frictions — both geographical and
institutional — which must be overcome in
facilitating flows of commodities from their pro-
ducers to their users, The services of various trade
(wholesale, insurance, etc.) and transport industries
are usually required, not as direct inputs to the pro-
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duction of investment processes of other industries,
but for the ¢ransfer of goods and services between
producers and purchasers. The corresponding costs
can then be viewed as constituting a mark-up be-
tween the price received by the producer and the
price paid by the purchaser. Clearly, the fate of in-
dustries producing the mark-up services is heavily
dependent On the level of activity in the economy
generally and on the patiern of demand for com-
modities. '

The direct interactions between industries which
have been identified in this sibsection can be
represented systematically in input-output accounts
such as those produced for the Australian economy
by the Australian Bureau of Statistics (ABS).
Input-output accounts are the most important part
of the data base required for inter-industry analysis
at an empirical jevel. The structure of these ac-
counts and their role in inter-industry models 18
discussed 1n detail, with gpecial reference to the
Australian tables, in Section 3 below.

2 2 Interactions via Aggregate Constraints

Fven where industrial sectors are not directty linked
by inter-industry flows of commodities, they will
still be interdependent since they are components of
an economic system which is itself subject tO
various aggregate constraints, The first such con-
straint is the limitation on available supplies of
primary resources {land, labour and capital funds).
While this limitation often applies to the economy
as a whole, it need not apply 1o individual in-
dustries. In the long-run at least, primary factors
are not industry-specific. Labour of the same skill
or occupation is often employed in a variety of dif-
ferent industries so that, even in the short-run,
much of the labour force is readily transferable bet-
ween industries. In the long-run, the incidence of
natural wastage and replacement and the possibility
of retraining increase the industrial mobility of
!abour still further. Capital might be regarded as
industry-specific in the short-run — in fact,
neoclassical economics usually defines the short-
run as a period in which each industry’s capital
stock is fixed. In the long run, however, the pro-
cesses of investment and depreciation imply poten-
tial mobility between industries of the capital stock
ayailable to the economy as a whole, even if in-
dividual items of capital equipment, once built, can

71

pe used in only 2 single industty. Qimilarly, land, in
the long run at least, can be transferred between
agricultural and other indusirial uses and, within
each of these major sectors, can be used for a varie-
ty of different enterprises.

For many purposes then, it will be appropriate to
view the supply of primary inputs as fixed for the
economy as a whole, but as variable to individual
industries. Industries interact pecause they are com-
peting for the economy’s pool of scarce Fesources.
Some rationing device is required t0 allocate the
scarce inputs among the industries. In @ market
economy prices generally perform this role. An in-
crease in the world demand for wheat, for example,
will tend to bid up rentals on agricultural land, thus
increasing the costs and reducing the profitability
of the other forms of agricultural production.

- Gjmilarly, a shortage of skilled tradesmen will tend

to increase the wage commanded by that occupa-
tion, increasing the costs of all industries which
employ it. It may be necessary in these contexts 10
interpret the notion of the rationing ‘price’ tO in-
clude the cost to the user of common forms of non-
price rationing. Institutional rigidities in the labour
market might prevent the wage paid to the scarce
ckilled tradesman from rising but potential
employers may find it more difficult and time-
consuming to hire additional workers in this
category. Sipnilarly, inan ipvestment boom, finance
may be more difficult to acquire even if interest
rates do not rise. Lenders may just become more
selective. This, for example, is the common ex-
perience in the market for housing loans.

While the characterisation of the economy as
subject to constraints on aggregate supplies of in-
dustrially mobile primary factors is often appro-
priate, the constraints need not always be bind-
ing even at the aggregate level. A situation of
general under-employment of labour, the most ob-
vious example in the contemporary Australian
economy, removes the short run interdependence
of industries via the labour market. Where slack
%abour market conditions prevail, general increases
in the demand for labour can be satisfied without
bidding up labour costs. In fact, during most of the
1970s when these conditions prevailed in the
Australian labour market, the institutional
phqnomenon of wage indexation provided an alter-
native form of labour-market interdependence be-
tween industries. Under the indexation system,
money wage raies, which account for about 50 per
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cent of total domestic costs, are effectively tied to
the domestic consumer price index so that price
shocks originating in any part of the economy can
have widespread repercussions throughout the
whole economy.’ The effects will be most obvious in
those industries whose selling prices are fixed more
or less independently of their costs. The prime ex-
amples in the Australian economy are export in-
dustries which sell primary products {agricultural
and mineral products for instance) on fairly com-
petitive world markets. lmport competing in-
dustries are also constrained by foreign competition
in raising their selling prices. Anything which
stimulates price rises in the domestic economy
(tariff increases, for example) will be transmitted,
mainly via an increase in labour costs, into a cost-
price squeeze on those industries which depend
heavily on international trade. Conversely, reduc-
tions in domestic prices relative to world prices will
result in increased profitability for the trading sec-
tors.

Alternatives to the view that indusiries are tied
together via aggregate constraints on factor
markets are also possible in the case of the capital
market. To the extent that the world capital market
allows free international flows of investment funds,
the supply of funds to the domestic economy might
not be constrained by domestic savings. If Australia
can be regarded as operating as a small borrower in
an open capital market, an elastic supply of funds
to the economy might be a better working assump-
tion than the fixed-pool view. In fact, it is likely
that the degree to which Australia can tap interna-
tional capital sources is itself industry-specific, It is
often argued, for example, that mineral develop-
ment schemes do not compete for funds with the
rest of the economy because they are able to attract
international capital inflow which would not other-
wise accrue.

So far this subsection has dealt with in-
terdependence between industries on the supply
side, that is, with reasons why the operations of one
industry might affect the costs of other industries.
Parallel connections can be identified between in-
dustries on the demand side. Whenever users regard
the products of different industries as substitutes,
or whenever some complementarity in use exists
between the products, the prospects of a number of
industries may be significantly affected by user
reactions to changes originating in a single industry.
Again, prices are the key transmission mechanism.

INDUSTRIAL ECONOMICS

The rise in oil prices of the mid-1970s has produced
clear examples. On the one hand the prospects of
alternative energy-producing sectors, such as coal,
have improved as consumers substitute against
relatively more expensive oil. On the other hand, in-
dustries whose products are close complements with
oil-based energy (large automobiles, for example)

- have been adversely affected. Note once again that

these demand-side interdependencies can be inter-
preted as resulting from an aggregate constraint on
the economy which does not firmly constrain in-
dividual industries within it. In this case it is the
overall size of the consumption market which is
constrained, although the commodity composition
of the consumers’ basket of goods is variable.

For a small, open economy which, as in the case
of Australia, has a comparatively heavy de-
pendence on international trade, the balance of
payments constitutes another constraint which in-
terposes important linkages between industries.
Once again, this is a constraint operating on the
economy generally but not on any industry in par-
ticular, To put it crudely, in the long-term the
economy musi balance its international payments
so that if one industry is put in a position whereby it
earns (or saves by import replacement) more
foreign exchange than formerly, other industries
must be forced to compensate by earning (or sav-
ing) less foreign exchange than formerly. Once
again price changes (in this case possibly including a
change in the price of foreign exchange) are impor-
tant in the explanation of the mechanism whereby
the constraint enforces the implied interdependence
between industries. Gregory (1976) has emphasised
the role of the foreign trade constraint in his
analysis of the effects on the Australian economy of
the mining boom of the late 1960s and early 1970s.

- 2.3 The Importance of Inter-industry

Analysis

In the previous two subsections, several forms of
inter-industry linkages were described. The purpose
of this subsection is to demonstrate, from the point
of view of policy analysis, the importance of
analytical methods which account for the general
interdependence of individual sectors of the
economy. We give examples of a wide variety of
policy issues where the use of an inter-industry
method can at least broaden the range of insights
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gained from analysis and can often modify severe-
ly, or even reverse completely, conclusions which
might be drawn On the basis of analytical tools
which fail to account for the types of linkages
described above. The examples are drawn from the
spectrum of issues which have been addressed in the
OE{ANI applications papers referred to in Section
1.

The first example is macro-economic policy, an
area in which discussion is conventionally con-
ducted in terms only of aggregate descriptions of
the economy: aggregate employment, the price
level, gross domestic product, etc. Alternative
macro-economic policy instruments, however, arc
seldom neutral in their effects on the industrial and
regional structures of the economy. The impor-
tance of these issues in the current employment
policy debate has been emphasised by Dixon,
Powell and Parmenter (1979} in a study in ‘which
the ORANI model is used to contrast the industrial
effects of Keynesian demand stimulation and of the
neoclassical alternative of attempting to generate
employment increases from the supply side by
reducing the real costs of employing labour. The
former (Keynesian) policy, while it vields some in-
crease in aggregate employment, is shown to
stimulate primarily sectors of the economy which
are not involved in international trade but to reduce
employment in many of the export industries and to
generate an adverse movement in the balance of
trade. On the other hand, the neoclassical policy of
reducing wage costs, which also increases aggregate
employment, has its greatest stimulatory effects on
~ the internationally trading industries and causes an
jmprovement in the trade balance.

The regional counterparts of this key contrast are
also reported in Dixon, Powell and Parmenter
(1979). Demand stimulation is shown to be less
beneficial to employment in Queensland and
Western Australia than it is to employment in the
economy as a whole. The reason is that the eco-
nomies of these two states exhibit relatively heavy
orientation towards export-related activities.
Dormestic cost reductions, in contrast, are par-
ticularly favourable to these States on account of
the improvement generaied, by the cost reductions,
in the international competitiveness of the ex-
portess.

On the basis of these results, Dixon, Powell and
Parmenter suggest a macro-economic  policy
package combining both demand stimulation and
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reductions in real wage costs. The package is
designed to increase domestic employment without
damage to the balance of trade and to give a well-
balanced stimulation of activity across the in-
dustrial and regional structures of the economy.

The sectoral effects of changes in economic cir-
cumstances, either policy-induced or beyond the
control of the economy’s managers, are more con-
ventionally emphasised in the context of
micro-economic policy. Even where the primary
focus of interest is the fate of a particular industry
as opposed to the industrial structure in general, it
is often the economy-wide view which is the most
appropriate perspective for analysis. Secondary ef-
fects generated by the interdependence of the in-
dustry of interest with the rest of the economy can
be important, or even predominant, in the total im-
pact of change in conditions facing the industry.
These secondary effects may he difficult to.capture
using a single industry approach. Gregory’s analysis
of the effects of a mineral export boom’ provides a
good example of the problem. An interesting im-
plication of his analysis is that feedback effects via
the impact of the boom on the balance of payments
are important in understanding the net effects of
the boom on the mining sector itself as well as on
the other trading sectors in the economy. The
pressure for revaluation of the Austraiian exchange
rate (or, alternatively, for an jncrease in the
domestic inflation rate relative to world prices)
generated by the increased foreign exchange earn-
ings associated with the boom will lead to a
deterioration of the competitive position of all the
trading sectors including mining. The lesson is that
an analysis of the consequences of the mining boom
which ignored the balance of payments effects
would be likely to overstate the stimulating effects
on the mining sector. Dixon, Parmenter and Sutton
(1978a), using ORANI, have provided an analysis
of the balance of payments effects of the mining
boom at a greater level of industry disaggregation
than was available to Gregory. The study includes a
projection of the adverse secondary effects of the
boom on pre-existing mining activities.

A further example of the importance of taking an
economy-wide view in analysing the fate of even an
individual industry under the impact of a change in
the economic environment (this time policy-
induced) arises from criticisms of the use of effec-
tive rate of protection measurcs as indicators of the
resource allocation effects of tariff protection. The
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effective rate measures the impact of the tarift
structure on value added in an industry.® It ac-
counts for the direct effects on the industry’s costs
of tariffs on its produced inputs as well as for any
increase in the industry’s revenues allowed by
tariffs in its outputs. Although the importance of
direct inter-industry linkages in industries’ cost
structures is, therefore, accommodated in the effec-
five rate, a whole range of other indirect effects of
tariff protection are ignored. In particular, no ac-
count is taken of the impact on exporting sectors of
the increased domestic cost fevel associated with the
existence of tariff protection. Suppose that the in-
dustry we are studying has a relatively high effective
rate of protection — a high nominal tariff protec-
ting its output and minimal usage of highly pro-
tected inputs — but produces a commodity which is
almost exclusively used as an input to an important
exporting industry. In such a case the ranking of the
industry against others in the economy according to
its effective rate of protection would aimost certain-
ly give a misleadingly favourable impression ot the
extent of the relative advantage given to the in-
dustry by the tariff system. A good example of an
industry with some of these characteristics in the
Australian economy is agricultural machinery,
Although general protection for the manufacturing
sector may have increased the industry’s share (vis-
a-vis imports) in its selling markets, the adverse ef-
fect of the tariff structure on the competitive pasi-
{ion of the exporting customer will have reduced
the overall size of the market. Meltzer {1980) has
studied the relative rankings of industries in the
Australian economy by effective rates and by the
resources allocation effects of the tariff system as
computed in the ORANI model. Dixon,
Parmenter, Ryland and Sutton (1977, Ch. 4) also
produce evidence indicating the importance of the
economy-wide view in the study of tariffs.

These examples are designed to indicate that an
economy-wide approach to policy analysis may be
necessary even in assessing the effects of changes in
the economic environment on the directly affected
industries. A more fundamental point is that policy
analysis might well lead to false conclusions if it is
confined only to consideration of the implications
of changes for the directly affected industries. The
relationship between tariff protection and domestic
employment is an excellent example. It is often
argued that tariff protection is necessary to protect
employment in the Australian cconomy. Obvious
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implications of this view are that tariff cuts, per-
haps undertaken for resource allocation reasons,
would cause unemployment, and that icreases in
protection are an effective means available to
reduce unemployment. It is not difficult to show
that protection might sustain employment in the
protected industries themselves but to extrapolate
from that to the conclusion that tariffs are
employment-generating from the poini of view of
the economy as a whole ignores possible indirect ef-
fects on employment in other sectors. Tariffs raise
the domestic cost level, especially when real wages
are kept fixed by a system of wage indexation. In-
dustries which sell predominantly to the domestic
market without import competition will usually be
able to pass on c¢ost increases and maintain their
levels of activity. Industries which engage heavily in
international trade on the other hand, especially ex-
port industries, often face selling prices which are
more or less fixed on world markets. The effect on
these industries of an increase in the general level of
protection is to impose a cost price squeeze on them
which may cause reductions in their levels of activi-
ty and employment. Once these indirect effects are
considered, it 15 no longer obvious, a priori,
whether tariff protection has beneficial or adverse
effects on aggregate domestic employment. Studies
of the short run effects of across-the-board tariff
changes on the Australian economy using ORAN]I
(Dixon, Parmenter, Ryland and Sutton 1977,
Ch. 4; and Dixon, Powell and Parmenter 1979)
have indicated that changes in employment in the.
non-protected trading sectors will approximately
offset the changes in the protected sectors.

3. Inter-industry Models

Inter-industry models of real economies attempt to
capture, in a manageable form, some of the impor-
tant interactions which are evident between sectors.
Such models are generally built up as follows. First,
assumptions are made about the behaviour of the
agents (producers, cansumers) who are to comprise
the simplified representation of the economy.
Assumptions must also be made about the
technological and/or institutional constraints (pro-
duction and utility functions, market structures,
etc.) within which the agents are to operate. From
all this, the theoretical structure of the model is
derived using standard methods of economic
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theory. Producers, for example, may be assumed 1o
minimise the cost of producing any given level of
output. They may be assumed to be price {akers in
the markets in which they buy their inputs and to be
constrained by some postulated production func-
tion which describes the technology for combining
intermediate and primary inputs to produce their
particular outputs. From this we can derive the pro-
ducers’ demand functions for inputs, typically
functions of output levels and inpuf prices. Values
for the parameters of the theoretical structure {in-
put coefficients, demand elasticities, substitution
parameters, etc.) must then be assigned using data
which represent, for somie base year Or over some
historical period, the operation of the economy to
which the model is to be applied. The result is &

system of equations which can be solved for pro- .

jected values of some of its variables (the en-
dogenous variables) given pre-specified values for
other variables (the exogenous variables). A typical
inter-industry model, for example, might be used to
give projected values for industry ouiput levels
given values for some final-demand variables.

In this section the construction and implementa-

tion of inter-industry models will be iHustrated us-

ing two ecxamples. The first, and the simplest, is the
open static input-output modet first formulated by
Leontief (1937). This is of interest because it is the
prototype in this field of analysis and because
input-output studies of various types arc stili com-
monly employed in the analysis of policy
problems.9 The basic features of the input-output
model and its main limitations are discussed in
subsection 3.1, A much more elaborate inter-
industry model, which is publicly documented and
which has been jmplemented using Australian data,
is the ORANI model. Qubsection 3.2 contains a
description of ORANI which attempts to show how
modern developments in economy-wide modelling
have expanded the scope of ihe input-output pro-
totype.

3.1 The Prototype: the Open Static
Input-Output Model

The basic input-output model is a device which ac-
counts for the interdependence between industries
which arises from the existence of commodity flows

between them. That is, it encompasses some of
those forms of interdependence which were cat-
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egorised as ‘direct interactions’ in Section 2. Anim-
portant shortcoming of the model from the point of
view of policy analysis is that it cannot accom-
modate interactions of the second type identified in
Section 2, that is, interactions via aggregate con-
straints on the economy. The reason for this short-
coming is to be found in the very limited role which
commodity and factor prices have in the input-
output model.

In part (a) of this subsection the theoretical struc-
ture of the open static input-output model i
reviewed. Part (b) of the subsection is about input-
output tables, the fundamental data sources for all

inter-industry models. As well as a general descrip-

tion of the Australian input-output tables, an
outline is inctuded of how the data required for the
input-output model, described in part (a), can be
constructed from an aggregated version of one of
the Australian tables. Finally, part () of the subsec-
tion expands upon the Jimitations of the basic
input-ouiput model as a policy analytic tool.

(¢) Theoretical Structure

Input-ouiput models are essentially models for
determining industries’ output {evels on the basis of
the demand for output. Each industry is assumed to
be the sole producer of a single product. In com-
puting demand, the model recognises that output is
used not only in final demand (household con-
sumption, government consumption, capital for-
mation and éxports) but also as inputs into in-
dustries’ production processes. The simplest ver-
sion of such a model is sufficient for the purposes
of this section. It is a model in which international
trade is ignored’® and which is open in the sense
that all clements of final demand are exogenous,
that is, not determined within the model. The
model is static: all commodity demands depend on-
ly on output in current periods or elsg are €X-
0DgENOUS.

Construction of the open static input-output
model begins with the assumption that producers
are efficient in the sens¢ ihat they minimise the total
cost of producing any output level. The key
technological assumption of the model is summar-
ised in the fixed-coefficients production § unction

x = Min Xif, Fej

. : ol =10
! {f, E}Aij Ixfj

and I=1,..., 1

(3.1}

where X ; is the output of industry b Xy is the input
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from indusiry / to the production process of in-

dustry J; Fy; is the input of primary factor f to the .

pmducnon nrocess of industry f, A and L. ;are fix-
ed coefficients showing, respectwely, the mlmmum
input from industry / and of primary factor £ re-
quired per unit output of industry j, # is the number
of industries (and commodities), and m is the
number of primary-factor categories.

Eguation (3.1) indicates that fixed minimum
amounts of all inputs (given by the A, and the L, )
are required in order to produce a unit of output in
industry /. This assumption rules out any possibility
for producers to economise in the use of one input
by using more of other inputs, that is, no substitu-
tion between inputs is allowed,

S0 long as inputs have positive prices, cost-
minimising producers will employ, per unit output,
just the minimum requirements given in equation
(3.1) of alt inputs. Producers’ demand functions for
- produced and primary inputs are therefore given,
respectively, by equations (3.2) and (3.3), that is,

Xy = Aij X; (3.2)
and

Fg = Liy X3, foralli, j =1,
andé=1,...,m

Note that input demands in equations (3.2) and
{3.3) depend just on industries’ output levels. In
particular, input prices do not enter the demand
functions since technology is assumed to allow no
substitution between inputs.

Equation (3.2) fixes intermediate demand for in-
dustries’ outputs. Final demand is as yet undeter-
ramed. In the simplest version of the input-output
model, final demand for the output of each in-
dustry (Y) is determined entirely outside the model,
that is,

3.3}

Y;=Y;, Ji=l...n (3.4)

where ¥, is the exogenously given level of final de-
mand for the output of industry . One alternative
is to project parts of the required final demand
from more naturally exogenous data by further use
of input-output methods. For example, demand for
investment goods (that is, demand for produced in-
puts to capital formation in other industries) will
constitute some proportion of total final demand.
If aggregate levels of investment by investing in-
dustry are taken as exogenous, demand for invest-
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ment goods can be generated as''

I " = y H

Yj = _)31 By Z;, i=1, ., (3.5)
. i=

where Y/is the demand for investment goods pro-
duced by industry /, Z is the exogenously given
level of investment in mdustry i, and the B, are
technological coefficients {(analogous to the A.)
showing the input from J required per unit caplta!
formation in industry i,

The final step in the construction of the basic
input-output model is to impose a market-clearing
constraint for each industry’s output. That is
i=1,...,n

X;= £ X+ Y, (3.6)
=1

Equation (3.6) requires that the output of industry ;
1§ just equal to the sum of intermediate and final de-
mand for it.!? By substituting equations (3.2) and
(3.4) into equation (3.6), the input-ontput model
can be solved to give industry output levels as a
function of exogenous final demand. In matrix
notation we have

X=AX+Y 3.7

and _
X=(0-A"Y (3.8)

where X'is an (n x 1) vector of the X, Yisan(nx1)
vector of the Y Aisan(nxn) matrlx of the input-
gutput coefflclents A;, and 7is the identity matrix.
The mformatmn aiaout inter-industry connec-
tions which is accounted for in this version of the
input-output model is encapsulated in the Leontief
inverse matrix (I - A)™' which appears in equation
(3.8). The typical, i/, element of this matrix shows
the total amount of intermediate inputs of type /
directly and indirectly required per unit delivery to
final demand of the output of industry j. It ac-
counts ntot only for inputs of / used directly in the
production process of j (as shown in the i/ element
of the matrix 4) but also for the successive rounds
of indirect usage of / by j via its other produced in-
puts. If input { is steel, for example, and industry j
is the motor vehicles industry, then the {™ element
of the Leontief inverse matrix accounts not only for
the steel used directly in the manufacture of motor
vehicles but also for the steel used in the manufac-
ture of other inputs (such as metal products) sup-
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plied to the motor industry and for the steet em-
bodied in all the intermediate inputs purchased by
the suppliers of metal products, etc.

Equation (3.8) gives projections of the implica-
tions of alternative final demand assumptions for
the gross output levels of the industries distinguish-
ed in the model. On the basis of the solution to (3.8)
and using (3.3), projections of aggregate demands
for primary factors can easily be generated as

7
Fj = .):;1 Ly Xj, 1=1, ...,m, (3.9)
}:
or in matrix notation
F=1LX, (3.10)

where F is an (m x 1) vector of the F,, i.e., the ag-
gregate demand for factor £, and L is an (m x n)
matrix of the factor input coefficients, L, . Equa-
tions (3.8) and (3.10) can be used both as policy-
analytic tools to project the implications for in-
dustry structure and factor demand of various
hypothetical final-demand scenarios and as means
of extending the range of economic forecasts, pro-
vided that independent forecasts of final demand
can be made.

Bquations for the determination of the prices of
industries’ outputs can be appended to the input-
output quantity model (that is, equations (3.8) and
(3.10)). The key assumption is that prices are egual

to unit costs. That is
f?”lﬁAiij"‘?LfJ’Wi Li=l,....n
t f=1,...,m

(3.15)

where ,F; is the unit price of the output of industry j
and W is the unit price of primary factor £. Factor
prices are taken as exogenous, that is,

Wy = Wy g=1,...,m (3.12)

and the solution for output prices is given, in matrix
notation, by solving

P=PA+WL, (3.13)

which yields

_ P=wL(}-4)Y" (3.14)
where P’ and W’ are respectively (1 xn) and (1 xm)
vectors of output and primary-factor prices.

The input-output pricing equation (3.14) gives
each output price as the sum of value added
generated in the production of all inputs used,
directly and indirectly, in the production of a unit
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of output by the relevant industry. The pricing
equation can be used to project the effects on com-
modity prices of changes in primary-factor prices,
which are taken as exogenous. One important im-
plication is that factor intensity is most meaningful-
ly defined in an inter-industry context. The relative
effects across output prices of an jncrease in wage
rates, for example, in the input-output pricing
model is shown to depend not only on the relative
importance in industries’ cost structures of labour
directly used (as shown by the elements of the
matrix L) but also on the amount of labour em-
bodied in the intermediate-input costs of the in-
dustries.

(b) Data Requirements: Input-Output Ti ables

~The basic open static input-output model is sum-

marised by equations (3.8), (3.10} and (3.14). Iis
data requirements are the matrices A and L which
describe respectively the pattern of interrnediate in-
puts classified by industry of supply, and the pat-
tern of primary inputs, used for current production
by the model’s industries. These requirements can
be met from tables of input-output accounts which
give a detailed picture of the flows of produced
goods and services and of primary factor services
occurring in the economy of interest during some
historical period: usually one national accounting
year. Input-output accounts represent a disaggrega-
tion of national (income and expenditure) accounts
in which intermediate transactions are not netted -
oul.

The compilation of input-output accounts was
pioneered in the US by Wassily Leontief. In 1936
he published an input-output table for the US
which distinguished 41 industry-sectors (Leontief,
1936). The pioneer of nput-output accounting in
Australia was Burgess Cameron who published a
150-commodity by 79-industry table for the year
1946-47 {Cameron 1957), and smaller tables for
195354 and 1956-57 (Cameron 1958 and 1960).
More recently, sets of input-output accounts have
become regular items on the publication lists of
most government statistical agencies.'’> Official
input-output accounts described  as ‘experi-
mental’'* were first published for Australia in 1964
(CBCS). They referred to the year 1958-59 and
distinguished 35 industries. Since then complete sets
of inpui-output accounts have been published for
1962-63 distinguishing 105 industries {(CBCS
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Table 5.1 :
) 9-Sector Input-Output Table for Austraiia 1968-69
{Gross Flows at Basic Values with Direct Allocation of Imports, $m)

USERS
1 2 3 4 5 6 7
Primary Food Textiles General Public Construc-
Inputs Sector  Mining Process- Clothing Manuf,  Utilit- tion
ing, etc. F'wear ies

1 Primary Sector 205.6 154 1 580.3 98.8 84.0 0.6 0.2

2 Mining 0.4 166.9 2.5 1.1 459.7 52.5 55.6

3 Food Processing 134.3 0.0 741.6 5.9 38.0 0.1 1.1
ete.

4 Textiles, Clothing, 5.7 0.2 5.8 482.0 80.1 - 1.2
Footwear

3 General 348.9 120.8 286.1 123.5 3 811.7 40.0 18576
Manufacturing

6 Public Utilities 41.8 32.9 35.1 15.5 192.1 23.6 22.1

7 Comnstruction 43.3 9.2 20.7 10.0 70.4 39.9 71.0

8 Trade, Transport, 280.8 70.2 302.9 55.9 758.3 42.7 534.2
Communication '

9 Yinance, Services 65.2 37.3 202.3 84.3 649.8 72,1 132.7

10 Total Inter- 1216.1 452.9 3 184.3 876.8 61439 2721 26756
mediate Inputs

11 Wages, Salaries, 403.0 319.8 565.6 4348 3022.9 301.1 1 463.0
Supplements

12 Gross Operating 1 936.0 344.4 375.9 1532.7 1 733.9 548.6 524.0
Surplus

13 Indirect Taxes 123.6 5.7 3.3 14.2 144.7 293 80.0

14 Sales by Final 0.0 0.1 e 0.2 92.8 — —_
Buyers _

15 Complementary 1.4 0.3 16.9 10.4 87.3 — —
Imporis

16 Competing Imports 65.1 25.9 104.5 214.5 1 375.7 6.2 174.1

17 Total Inputs 3745.1 1149.1 4 250.5 16996 12a601.1 11573 409167

{a) Gross Fixed Capital Expenditure

Source: Aggregated from ABS, 1968 - 69 Input-Output accounts. The mapping between the aggregate industry classifica-
tion and the 10%-industry classifications used in the ABS accounts is as follows {the ABS codes included in each of the 9

1973), and for 1968-69, distinguishing 109 in-
dustries {ABS 1977). The last of these adopted the
Australian Standard Industry Classification (ASIC,
see CBCS 1969) as the basis for its indusiry
classtfication and drew heavily on data collected for
the integrated economic censuses. The ABS plans
to continue with the ASIC-based, input-output
classifications so that in the future the accounts wili

be comparable over time. To date, a preliminary
bulletin for the 197475 input-output accounts has
appeared (ABS 1979) with the full set of accounts
for that year due to appear later.!?

In Table 5.1 is reproduced a simple nine-seclor
aggregation of one of the tables from the
109-industry inpui-output accounts for [968-69
published by the ABS. This aggregated table will be
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USERS B
g 9 10 il i2 13 id i5 16 17
Trade Finance  Total Final Tinal Increase Total Total
Transport Services Intermed. Con- Con- GPCE(@ in Bxports  Final Demand
Com- Demand  sump, sump. Stocks Demand
mMunic. (Private) (Public)-
7.9 44 2087.2 379.3 12.4 — 342.9 923 .4 1657.9 3745.1
18.0 7.6 771.2 8.1 ils 24.3 12.7 321.3 378.0 1149.1
8.3 91.7 1021.0 24795 — 5.9 51.6 692.5 312295 42505
19.8 89.9 684.7 868.6 — 2.7 30.2 113.4 10149 1699.6
909.4 10413 85391 1 506.6 -— ~1613.8 192.1 749.6 4 062.0 12601.1
46.8 as51.5 761.4 366.8 25.1 3.0 0.7 0.3 3959 1157.3
155.1 499.3 918.9 — — 3997.8 —_ — 31997.8 49167
667.2 892.9 3 605.0 43619 13.2 816.0 R.2 814.0 60133 96182
1212.8 30274 54845 4 675.6 3 274.6 232.1 0.1 85.3 8 267.7 13_752.3
30453 60060 238729 14 646.4 33368 66956 638.4 16998 29017.0 52889.9
T3 40770 140295  — — — — _ T 140295
7590.0 2498.0 10703.5 —_ — — o — — 10 703.5
278.1 5465 1221.4 10579 — 57.0 -8.5 13.3 11197 23411
— 1.1 94.1 7.5 e -119.6 9.0 8.9 -94.2 0.0
110.4 149.6 376.2 73.1 — _— 0.9 0.1 74.1 450.4
152.2 4740 2592.2 697.7 0.6 654.0 52.6 182.4 1587.3 41795
9618.2 13 752.3 528899 16 4827 33374 7287.0 692.5 3904.4 317040 845939

aggregated industries is given in
3{(21.01-22.01}4 (23.01-24.03);

used to illustrate some general features of input-
output accounting and to show how the matrices 4
and L, required by the input-output model, can
readily be constructed from input-output data.

The flows shown in Table 5.1 are all
denominated in units of millions of $A at 1968-69
prices. The table is described as ‘gross’ since it in-
cludes flows representing usage by industries of

brackets following the aggregate industry number); 1 (1
5(25.01 - 34.05); 6(36.01 -37.01);

01-4.000; 2 {11.01- 16.00);
7(41.01~41.02); 8(46.01-55.01) 9(61.01-99.01)

commuodities produced within their own industry
classifications. These intra-industry flows are
shown by the elements on the main diagonal of the
submatrix formed by the first nine rows and col-
umns of the table. Aggregation of the original
109-industry table to only nine sectors has produced
quite high values for the diagonal elements,
especially in sectors 4 (textiles, clothing and
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footwear) and 5 (general mamufacturing) which
contain industries forming integrated chains of pro-
duction. Sector 4, for example, aggregaies in-
dustries which produce yarns with industries pro-
ducing cloth and finished garments while sector 5
contains the chain of metal processing and the
manufacture of metal products. Clearly, in a table
with a finer level of industry disaggregation, intra-
industry flows would account for a much smaller
percentage of the total value of transactions. A
common alternative form of input-output table is
the ‘net’ table in which all intra-industry flows are
omitted.'®

Each of the first nine rows of the table shows the
total sales of the corresponding (row) industry. In
positions 1-9 of the it such row are the sales by the
i industry of current inputs to other industries. In
positions 11-15 are its sales to final demand. Thus

row 1 indicates that in 1968- 69 the primary sector .

made total sales worth $A3745.1m. of which, for
example, $A1580.3m. was sold to the food pro-
cessing sector and $A379.3m. to private final con-
sumpption. Rows 11 and 12 contain the value of
sales of primary factor services, row 11 accounting
for the returns to labour and row 12 for returns to
non-labour factors, mainly capital. Thus row 11
shows that the total value of labour services in
1968- 69 was $A14 029,5m., of which $A403m. was
sold to the primary sector.!” Row 13 shows the net
indirect taxes (that is, taxes less subsidies) levied on
commodity and factor flows, Most of this is com-
modity taxes although some production taxes such
as the payroll tax are also included. The entry in
column 5 of row 13 shows, for example, that the
“total value of indirect taxes levied on all the current
purchases of the general manufacturing sector was
$A144.7m. Row 14 accounts for purchases and
sales of second-hand assets, the latter being shown
as negative entries in the GFCE column.'® Finally,
the sales of imports are shown in rows 15 and 16.
imports which compete closely enough with
domestic products so that they could be classified
to the domestic indusiry classification appear in
row 16, Imports for which it is judged that no
equivalent domestic producing industry exists are in
row 13. For both types of import, duty is included
ini the value of these flows. All imporis are allocated
directly to the column of their users in Table 5.1.
Thus, the elements 1-9 of the imports rows show
the landed duty paid value of imports, non-
competing and competing respectively, sold to the
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nine industries as inputs to current production,
Similarty, the value of imports absorbed into final
demand is shown in columns 11-15.°°

Each column of the input-output table shows the
purchases of the relevant (column) industry or final
demand category. In the 9-industry columns, in-
dustries’ purchases of inputs to current production
only are shown. Purchases for capital-formation
purposes are aggregated in the GFCE column.
Thus, column 1 shows that the total value of inputs
to current produciion in the primary sector in
196869 was $A3745.1m. and that, for example,
$A348.9m. of this was accounted for by purchases
from the general manufacturing sector and
$A403m. by purchases of labour services. Similarly
column 11 indicates that the total value of private
final consumption was $A16 482.7m. with, for ex-
ample, consumption purchases from the finance
and services sector accounting for $A4 675.6m. of
the total. Note that the total value of each
industry’s sales (the row total for the industry) is
just equal to the total value of its current purchases
(its column total). The row includes an entry *In-
crease in Stocks’ which acounts for current output
not used in the period, and the column includes an
entry ‘Gross Operating Surplus’ which accounts for
the excess of revenue over non-capital costs.?®

All the commodity flows shown in the input-
output tabie reproduced in Table 5.1 are valued at
basic values, that is, at the price received by the
sellers rather than at the prices paid by the users.
The margins between basic prices and purchasers’
prices are accounted for by trade and transport
mark-up and by indirect taxes levied on the flows.
in input-output tables employing basic valuation,
the value of these margins is shown in the rows of
the industries which produce the mark-up services,
or in the commodity tax row, and in the column of
the purchaser of the associated commodity, The
margins necessary for the delivery of any user’s
purchases to him are treated exactly as if they were
a direct purchase of intermediate inputs from the
producer of the margins services. Thus, in Table 5.1
much of the flow shown in the eighth row in the se-
cond column represenis the value of trade and
transport mark-up required in the delivery to the
mining sector of all its current inputs.?’ Similarly,
the thirteenth row includes the indirect taxes levied
on commodity inputs to mining.*?

The final task to be attempted in part (b) of this
subsection is to show how an input-output table
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jike that shown in Table 5.1 can be used to generate
the data requirements of the input-output model
summariscd by equations (3.8}, (3.10) and (3.14).
The intermediate mput coefficients which form the
matrix A are computed from the industry columns
of the input-output table. These coefficients
{together with the L, j) represent the technology of
industries in the input-output model and are,
therefore, denominated notionally in physical units
of input per physical unit of output. The transition
from the vaiue units employed in the input-output
accounts is achieved by defining the required
physical units as the amounts of each commodity
(or primary factor) which could be purchased for $1
at base-period prices. A (bJ = 1,..., n) is given by
the ratio of the ™ element of the table (i.e., the
value of intermediate inputs from industry i uséd by
industry /) to the sum of the 7™ column (i.e., the ag-
gregate value of output for the /M industry). Hence,
using Table 5.1 the value for Am, that is, the input
from the domestic primary sector directly required
o produce one unit of output in the food process-
ing sector, is 1580.3/4250.5 =0.37.

The primary input coefficients (L,) are coib-
puted in an exactly analogous way, with the same
convention about units. In combining the input-
output model with the data base given by Table 5.1,
we can treat indirect taxes, sales by final buyers,
non-competing imports and competing imports as
well as labour and capital inputs as ‘primary input’.
Input coefficients for these six categories are ob-
tained by dividing elements of rows 11-16 of Table
5.1 by the cor_responding industry-column totals.
Thus the labour input coefficient for the primary
sector {Li,) is 403.0/3745.1 = 0.11. That is, in
196869 the production of each dollar’s worth of
output in the primary sector required a direct input
of 0.11 dollar’s worth of labour services.

The extension of the input-outpit model sug-
gested in equation (3.5) requires data which are not
immediately computable from Table 5.1. In the
table, gross fixed capital expenditure (column 13) is
disaggregated by capital input but not by investing
industry. Column 13 shows the input composition
of aggregate investment for the relevant year but
not the composition of investment in each investing
industry. The coefficients By in equation (3.5) en-
tail the latter information. In order to compuie
these from Table 5.1, the GECE column of that
tabie would have to be expanded into a matrix with
nine columns, the i element of the j* column

gl

showing the flow of inputs of type i to capita} for-
mation in indusiry j.%* The required coefficients
can then be computed as the ratios of the clements
of the expanded GFCE matrix to the corresponding
column sums.

(¢) Limitations

Input-output models with structures similar to that
discussed above remain quite commonly used fools
of policy analysis. They are often used, at the na-
tional level, to estimate the effects of exogenous
changes in final demand on employment, industry
output levels and gross domestic product. A recent
example in the Ausiralian context is included in the
investigation of the tourist industry by the Bureau
of Industry Economics (Stanford and McCann
1979). Australian policy literature also contains €x-

~ amples of the use of input-output analysis for trac-

ing the effects of price shocks through the price
structure of the economy. (See Klijn 1973; and Haig

- and Wood 1976.) Attempts to identify ‘key sec-

tors’, especially in less developed economies, are
another common use of the input-output model.**
Unit increases in final demand are hypothesised for
each sector in turn and the implications for
variables such as gross industry outpuds, employ-
ment, gross national product and foreign exchange
requirements are computed,

The input-output model has a number of short-
comings from the point of view of these types of ap-
plications. In this subsection some of the more im-
portant limitations are discussed under two
headings: the extreme demand orientation of the
model and its specification of international trade.?®
In both cases the passive role played by relative
prices in the input-output model is highlighted as a
major limit to the usefulness of the model for policy
analysis. The passivity is ensured by ihe
technological assumptions of the mode} and by the
ireatment of both the level and the structure of
final demand (including eXports) as EXOgenous.

(i) Demand Orientation

The input-output model described by equations
(3.8), 3.10) and (3.14) 1s a model in which output,
and hence primary factor employment levels, are
completely demand-determined. Factor prices are
exogenous and there are no constraints on factor
supplies either at the economy-wide level or on in-
dividual industries. In subsection 2.2 if was argued
that supply constraints, particularly economy-wide
constraints, give rise to important forms of in-
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terdependence between indusiries. The input-
output model alone will not be able to capture the
implications of these forms of interdependence,
Supply-side constraints are not easily compatibie
with the technological and final demand assump-
tions of the input-output model. This is because
those assumptions allow neither the input structures
of individual industries nor the commodity struc-
ture of final demand to respond to changes in
relative prices. Consider first the imposiiion of
industry-specific supply constraints. The traditional
view of the short-run in economics is a
characterisation of the ecconomy as possessing
Kmited flexibility owing {o the presence of fixed
factors (capacity) in each industry. Imposing
capacity constraints on industries in the input-
output model places absolute limits on their pro-
duction levels. The assumed fixed coefficient
technology {(cf. equation (3.1)) allows industries no
scope to circumvent a shortage of one input by
changing the proportions in which inputs are used.
The interpretation of the input-output model as a
short run model is viable only for an economy in
which all sectors have excess capacity and in which
labour of all types is less than fully employed. An
industry facing a fixed coefficients production
function cannot expand its output in the short run
by combining increasing amounts of labour with its
fixed capital stock: factor proportions are fixed,
The proportions in which primary factors are
used by the economy as a whole depend both on the
factor combinations employed within individual in-
dustries and also on the industrial composition of
the economy. Provided that individual industries
use factors in different proportions, an cmerging
scarcity of one factor, which is mobile between in-
dustries, can be overcome by shifting the structure
of production in the economy more heavily towards
industries which use comparatively low shares of
the scarce factor in their input mixes.?® Thus, the
factor intensity of the economy as a whole can be
variable even when factor proportions within each
industry are fixed. Fixed coefficients technology at
the industry level is not, therefore, necessarily in-
compatible with economy-wide supply constraints.
The mechanism by which an adjustment in factor
proportions would be accomplished in a market
economy operates via the structure of prices. The
price of the relatively scarce factor would increase,
raising the relative prices of commodities, the pro-
duction of which makes intensive use of the scarce
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factor. Purchasers would then be induced to use
less of the commodities the relative prices of which
are increasing and to substitute instead com-
modities of which the relative prices are falling. The
input-output model, however, can accommodate
only parts of this adjustment process. In the model
described in equations (3.8}, (3.10) and (3.14),
primary factor prices are exogenous. 1f we increase
the price of one primary input to reflect increased
scarcity, then retative output prices, described by
equation (3.14), will respond in the way outlined
above. Prices of commodities produced by in-
dustries which use the scarce factor relatively inten-
sively will rise relative to other prices. The model,
however, has no mechanism which allows demand
to change in response to the change in relative
prices. Technological assumptions preclude
substitution between commoditics in industries’ in-
put structures and the level and commodity com-
position of final demand is exogenous. The model
is, therefore, no more amenable to the inclusion of
economy-wide factor constraints than it is to the
imposition of industry-specific constraints.
(if) International Trade
Despite the obvious weight of policy restrictions on
international trade, exports accounted directly for
about 16 per cent of Australian gross domestic pro-
duct in the late 1970s (ABS 1980, Tabte 5). A much
greater share of domestic activity is undertaken by
industries which are heavily dependent on interna-
tional trade as exporters, import competitors or
suppliers of inputs to these trading sectors, Interna-
tional trade developments will therefore have im-
portaht implications for economic activity in a large
part of the economy. In section 2.2, for example, it
was argued that the balance of payments constraint
constitutes a source of industrial interdependence
which is especially important for a small open
economy such as that of Australia. An implication
of the importance of international trade in the
Australian economy is that, in appraising the
usefulness of an economic model for the analysis of
Australian policy issues, the specification of inter-
national trade will be an important consideration.
In the input-output model, exports, together with
domestic final demand for domestic output, are ex-
ogenous. Imports arec most coherently treated as
non-competing. That is, the assumption of fixed
input-coefficient technology is applied separately to
imports and domestic inputs even if imports arc
classified in the same industry categories as
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domestic output. Imports are then computed in a
separate equation’’ as

M=A,X+Y, (3.15)

where M is a vector of imports, A,lsa matrix of
coefficients, [Am]ij, the input of imports of type {
required per unit of output of domestic industry j,
and Y, is a vector of final demand for imports. The
important point to note about this {reatment is that
neither side of the trade account is modelled as
depending on relative prices. Exporls are entirely
exogenous and imports depend only on the level of
* activity in the domestic economy. In consequence,
the input-outpui model alone is of limited
usefulness for the analysis of international trade
issues in which the response of trade flows to
changes in domestic prices relative to world prices
are usually taken to be crucial. The implications of
the long run balance of payments constraint for the
econorny in the face of an exogenous change in
trading conditions (a mining boom or a change in
the terms of trade), and the impact on the economy
of changes in tariff proteciion are two such issues
which were discussed in subsection 2.2 above.

3.2 ORANI: A Johansen-style, Multi-
sectoral Model

The input-ouiput sysiem remains at the heart of
modern inter-industry models. Developments in
modelling over the last two decades, however, have
greatly extended the theoretical structure of the
basic input-output model and have expanded the
range of industry interactions which can be accom-
modated. In particular, prices have been made to
play a much more active role. By modelling the
behaviour of economic agents as explicitly respon-
sive to changes in relative prices, modern inter-
industry models are able to go much further in ac-
counting for the types of indirect interaction be-
tween industries which were described in subsection
2.2.

Among the many examples of such modets which
have been documented in the international
literature are the model of Norway developed by
Johansen {1960}, the work of Taylor and Black
(1974), models developed in association with the In-
ternational Monetary Fund (Armington 1969 and
1970; Artus and Rhomberg 1973) and the World
Bank (Adelman and Robinson 1978; Dervis 1975
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and 1980), the Cambridge Growth Project (Barker
et al. 1979), the models developed in Canada by
the Economic Council of Canada (McCracken
1973), and Boadway and Treddenick (1977), and
the mode!l of the world economy developed by
Leontief ef al. (1977). In the Australian context,
the work of Evans (1972) 1s seminal.

ORANI is 2 model in this tradition. In particular
it follows the style of Johansen, an important
feature of which concerns the guestion of how to
solve a model with a theoretical structure sufficient-
ly complicated to account for the types of interac-
tions within the economy which we wish to model,
and with sufficient disaggregation of its industry
structure to make it useful for policy questions con-
cerning the industrial structure of the real economy.
Johansen’s method allows solutions for the much
more complex model to be obiained by methods no
more computationally demanding than those re-
quired in the case of the input-output model.

First let us review how the input-output model
described in subsection 3.1 (a) was solved. Ignoring
the equations which compute factor demands, the
basic theoretical structure of the commodity-output
model was given by equations (3.2) (demand func-
tions for intermediate inputs) and (3.6) (market
clearing equations for output). Note that this struc-
ture involves only equations which are linear in the
variables, in particular input demands are linear
functions of output levels. In fact, equations (3.2)
and (3.6) form a system of (n* + n) simultaneous
linear equations in the (n* + 2n) variables X X
and Y; (4,7 = 1,..., n}. The system is solved by first
setting #n variables (the YJ.) exogenously (via equa-
tion (3.4)) and substituting equation (3.2) into
equation (3.6) to eliminate the XU.. This leaves a
condensed system of » linear equations in only n
endogenous variables (the X), i.e., in matrix nota-
tion, equation (3.7). )

The condensed system was then solved for its en-
dogenous variables, as in equation (3.8), by imver-
sion of an # x n matrix (- A) and multiplication by
the vector 7.2* The input-output price model,
equation (3.11), 38 a similar linear system in which
output prices are linear functions of input prices. It
has n equations and the (n + m) variables, P, (j=
1,..., ny and Wy, g=1,....m. Wy is set ex-
ogenously {equation (3.12)) and the system solved
for the P, by the same matrix methods (equation
(3.14)). Using modern computers, —matrix
manipuiations of the type required to solve systems
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of lnear eguations are routine and reasonably
cheap even for very large systems.

As will be shown in this subsection, extensions {0
the theoretical structure which are made in a more
compiex model such as ORANI often require the
introduction of non-linearities into the model’s
equations. In particular, allowing for price-induced
substitution possibilities between inputs to produc-
tion processes and final demand leads to non-linear
forms for the relevant demand functions. Pro-
ducers’ input demand equations, for example,
become non-linear functions of output levels and
the relative prices of inputs, rather than simply
linear functions of output levels alone as in equa-
tions (3.2) and (3.3). The basic theoretical structure
of a typical modern inter-industry model is
therefore represented as a system of simultaneous
non-linear equations rather than a linear system,

Methods for solving large systems of non-linear
equations are available but are much more costly
and much less flexible than linear solution tech-
niques.”® Johansen’s suggestion, which has been
followed in solving the ORANI model, was to avoid
the problems of non-linear solution procedures by
transforming the equations of the model from their
original form which is non-linear in the fevels of the
variables to a representation in terms of the propor-
tional or percentage changes in the variables which
ig linear. That is, a typical non-lincar equation of
the model might be written

T=AfU, 1) (3.17)

where T, U and V are the levels of variables in the
model, T, for example, might be the demand for
a commodity by some producer, U his level of
output, and ¥ the price of the input relative to an
index of all input prices; f denotes an unspecified,
non-linear function. Equation (3.17) can be totally
differentiated and written in proportional changes
as

_@Z:]}f}f_ﬁ

- 4au +[af K}.@K

a0 T U BV TV (3.18)

in which the proportional change in variable T on
the LHS of (3.17) is given as a linear function of
proportional changes in the two variables from the
RHS. The coefficients of (3.18) are respectively the
elasticities of T with respect to U/ and V., Under the
Johansen procedure these are evaluated numerical-
ly from base-period data and treated as constants.*®

After transformation to its proportional change
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version, the model can once again be represented as
a sysiem of linear equations and solved by matrix
maripulation., ORANI, for example, can be
represented as

Az=0 (3.19)

where z is a vector of percentage changes in all the
model’s variables, and A is a matrix of eguation
coefficients. For ORANI, as for the input-output
model, the number of equations in the model (g,
say} is smaller than the number of variables (r, say)
which appear in these equations. Before equation
(3.19) can be solved therefore (r ~ g) of the variables
must be specified exogenously.’* Equation (3.19)
can then be rewritten as

Az t+A, =0 (3.20)

where z; is an (g x 1) vector of the percentage
changes in the endogenous variables, z; is a [(r-g) x
1] vector of percentage changes in the exogenous
variables, A, is a {¢ % g} matrix consisting of the
columns of A4 corresponding to z,, and 4, is a [q x
{r- g} matrix consisting of the columns of 4 cor-
responding to z,.

Matrix manipulation is then sufficient to give a
solution for the percentage changes in the en-
dogenous variables in terms of the percentage
changes in the exogenous variables as®?

2=-A7 A2 22 (3.2

The typical ij*® element of the matrix —A41" A, is the
elasticity of the * endogenous variable with respect
to the j® exogenous variable. For example, among
the endogenous variables {g;) we might include
percentage changes in output levels for each of the
industries distinguished in the model. The ex-
ogenous variables might include percentage changes
in the ad valorem tariff rates for imports of each
import category distinguished. By making equal
changes in the tariff rates (for example, a 25 per
cent increase), the model can be used to project the
effects of an across-the-board tariff change. Equa-
tion (3.21) will yield projections of the percentage
changes in industry-output levels likely to be
generated by.a 25 per cent across-the-board increase
in all tariff rages.

The remainder of this subsection contains an ex-
planation of the type of relationships between
economic variables which constitute the system
(3.19) for the case of the QRANI model. The 2x-
planation proceeds in two stages. First, in part (a},
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the basic methods used in building up and im-
plementing the model will be illustrated via the con-
struction of a drastically simplified version of a
Johansen-style model. This is called the ‘stylised
Johansen model’ and has the same basic structure
as ORANI itself, Second, in part (b), some details
of the main features of the equations which con-
stitute the fult ORANI system will be outlined.

(@) A Stylised Johansen Model*’

As compared to the open static input-output
model, extended inter-industry models, like that of
Johansen and ORAN]I, have a number of impor-
tant additions to their theoretical structures. Two
of the more fundamental are: first, a more
elaborate technological specification based on
neoclassical production functions which allow cost-

minimising producers to adjust their input mixes in.

response to changes in input prices; and, second, a
degree of closure in the sense that elements of final
demand are explained by variables within the model
rather than treated as €XOgenous. Standard micro-
economic theory is employed o provide the addi-
tions.

A very simple, stylised version of a model incor-
porating extensions of this type will now be
developed. The aim is to provide a mode} of a
Johansen-style model which can be used to il-
fustrate the basic theoretical form of the more
elaborate model, to show how this theoretical struc-
ture can be built up from standard micro-economic
theory, to show how the data requirements of the
model can be supplied by commonly available
economic data, and finally, to demonstrate the
basic principles involved in manipulating the model
to produce projections of the effects of exogenous
changes of interest. For these purposes a com-
paratively simple model with only a small number
of economic agents will suffice. The stylised model
describes a hypothetical, closed economy (interna-
tional trade is ignored) with one final consumer,
two industries {each producing only a single com-
modity) and two primary factors. The equations of
the model fall into four distinct categories. These
are equations describing the demand for com-
modities for use in final demand,; equations describ-
ing the demand for cormmodities and primary fac-
tors as inputs to production; pricing rules relating
the prices of commodities 0 production costs; and
market clearing constraints for commodities and
primary inputs. The conients of each of the
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categories of the stylised model will be set out in
detail.

(i) Final Demand for Commodities

For the stylised model it is assumed that the only
source of final demand is domestic household con-
sumption.** Domestic households are assumed (o
ve price takers and to maximise a Cobb-Douglas
aggregate utility function

U= X% X53° (3.22)
subiject to a budget constraint
P X+ P X0=Y (3.23)

where X, (i =1, 2) is final consumption of com-
modity /. (Note that the second subscript, 0, is used
to denote flows to final demand.) P, is the price of
commodity #; Y is aggregaie final expenditure; and
the o, are positive parameters normalized so that
%: aj, = 1.
i=l

From these assumptions, standard Lagrangian
methods can be used to derive consumers’ demand
functions for the two commodities which take the
form

Xio = W Y/F;, j=1,2. (3.24)

According to (3.24) consumers’ demand for each
commodity is a positive function of aggregate con-
sumers’ expenditure and a negative function of the
commodity’s own price. In fact, under the Cobb-
Douglas form assumed for the utility funciion
(3.22), the share of expenditure on each commodity
in total consumers’ expenditure is constant. In
other words, the expenditure elasticity of demand
for good 7 is unity and the own-price elasticity is
equal to ~ 1 {cf. equation (3.24)* on p. 87 below). It
is clear from (3.24) that o is the share of expen-
diture on commodity i in total consumers’ expen-
diture. The imposition of the Cobb-Douglas form
for the utility function in the stylised model has the
result that the estimation of parameters for the con-
sumers’ demand functions, even in the levels form,
is very simple. The required expenditure shares (@)
could be compiuted from data on the patiern of con-
sumers’ spending in a single period.

(#) Producers’ Demands for Inputs :
In order to obtain producers’ input-demand equa-
tions for the stylised model each producer, j, is
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assumed 10 be a price taker in all input markets and
to c¢hoose his input combination o minimise the
total costs of producing any output level, that is
4
TC; = _E}X;’f}’f, Jj=12 (3.25)
I= .
subject to the constant-refurns-to-scale, Cobb-
Douglas production function
4 oy
Xf = A} .?T XU s
=1
where X, is the level of output in industry j, the X, y
are the usage of intermediate (i = 1, 2) and primary
(i = 3, 4) inputs by industry j, and Aj and the @, are
positive parameters with

J=12 (3.26)

zp oy = 1,
The solution to the producers’ constrained cost-
minimisation problem yields the following input de-
mand equations

4 Lo
SR IR 402D

[

i=1,
=12
where Q) is a positive parameter given by
4 .

Qj = «j €T ()™)Y 4. (3.28)
It can be shown that the «, are the shares of the in-
puts { in the total costs of industry j; thatis,
4

P X, i
=1 E2y j

i,...,4 (3.29
1,2

According to equation (3.27), the typical cost
minimising producer in the stylised model, who
faces Cobb-Douglas technology (equations (3.26))
will increase his demand for all inputs when his out-
put level increases, and will substitule other inputs
for any input / whose price increases relative o a

aj = By ij/

cost-share weighted index{ & Pzaff) of all input

prices. Just as assumptions about the utility func-
tion simplified parameter estimation in the case of
the final demand equations, the assumption of
Cobb-Douglas technology simplifies the estimation
of parameters for the input demand functions. In
the Cobb-Douglas case the elasticity of substitution
between any pair of inputs is unity.>® The cost
shares {a;) could be computed from a single
period’s data on industry costs. 4, is an arbitrary
scale parameter.
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(ii1y Costs and Prices

Commodity-pricing eguations for the stylised
model can be obtained by making the perfectly
competitive assumption that no pure profits are
garned in equilibrium, that is, that total revenue is
just equal to the total costs of produced and
primary inputs, including a rental price for the pro-
ducer’s capital equal to its opportunity cost. Using
the notation already defined the assumption is

PiX; = ‘%1 P Xij, i=12 {3.30)

i=

The LHS of equation (3.30) is total revenue for in-
dustry j and the RHS is its total costs. Input quan-
tities can be eliminated from eguation (3.30) using
the mmput demand equations (3.27). Since con-
stant returns to scale have been assumed via (3.26),
the same substitution also eliminates the output
level (X f.) and vieids unit price equations which ex-
press output prices as functions of input prices
alone, that is

4 . ag

p=0; TR Y, j=1,2 (3.35)
Iy
where -
4
O = 22
i=1

Notice that in equation (3.31) input shares in in-
dustries’ total costs (the a’s) determine the
responses of product prices to changes in input
prices. The elasticity of output price / with respect
to input price j is in fact just a, the share j in total
costs of {,*%

(ivy Market Clearing Equations

The final element of the stylised model is a set of
market clearing equations for commoditics and
primary factors. These are

2
X; = _::GX;--, i=1,2: commodities (3.32)
}L’Z
and
2 3
X; = 'Eng, =13, 4: primary factors (3.33)
J=|

where the X, for i = 3, 4 arc the aggregate employ-
ment levels of the primary factors. The RHS of
equations (3.32) and (3.33) just sum the various
categories of demand. Commodities produced by
the domestic industries can be used in final demand
{j = 0) or as inpuis to production (f = 1, 2). Primary
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factors are used only as production inputs,

One last equation could be added: that is the na-
tional income accounting identity equating the ag-
gregate expenditure and aggregate incosme measures
of the gross national product. For the stylised
model this is

: 4
Y= T KX

(3.34)
i=3

Y is aggregate final expenditure as before and the
RHS of (3.34) is aggregate primary-factor income
for the stylised model. However, it is not difficult
to show that equation (3.34) is already implied by
the rest of the system and is therefore redundant.*’
On the other hand, the model as it stands will yield
a solution only for relative prices. There is no equa-
tion to determine the absolute price level. Such an

equation can be added simply by choosing any one -

of the four prices as the numeraire. One such choice
is

P=1 (3.35)

Equations (3.24), (3.27), (3.31), (3.32), (3.33)
and (3.35) form the basic theoretical structure for
the stylised model written in the levels of the
variables. This type of model is often referred fo as
a (computable) general equilibrium model. That is,
the model is solved for simultaneous ‘equilibrium’
values of its endogenous variables. It should be
noted, however, that the model is not completely
closed. There are only 17 equations but 19
variables, X, (i=1,2), Y, P, (i=1,...,4), X, (=
b,...,4 /= 1,.2),ande(j== 1,...,4). Inorder to
close the system, that is, to equate the number of
equations in the system to the number of variables
to be determined by it, it is necessary to treat two of
the variables as exogenous. The type of equilibriom
condition imposed in solving the model depends on
the choice of exogenous variables. In particular, it
is not necessarily true that all markets must clear in
the usual sense. For example, employment levels
for both primary factors could be specified, i.e., Xy
and X, set exogenously. The model could then be
used to solve for values of the remaining 17
variables, including the values of the primary factor
prices (P; and Pys) necessary to clear the factor
markets. Alternatively, however, the price of one
factor could be set exogenously leaving the model
to determine its employment level. 1f, for example,
primary factor 3 is defined as labour, primary fac-
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tor 4 as capital, and P; and X; are set exogenously,
the model becomes one with a fixed endowment of
capital but a labour supply which is perfectly elastic
at the given wage rate. In the second case it is clear
that the model is not a full general equilibrium
system with respect to the labour market. Even in
the first case there is no reason why the exogenously
set employment level need correspond to full
employment.

Both of the closures outlined in the previous
paragraph are legitimate possibilities. There are,
however, restrictions on which variables can
legitimately be set as exogenous. For example, sup-
pose that we set the two factor prices (P3 and Ps)
exogenously, recalling that one commodity price
(P,) has already been set as the numeraire via equa-
tion (3.35). This leads to two problems. In the first
place the model’s price system might be Inconsis-
tent. There are two price equations (3.31) but only
one endogeneous price (P,). If we are lucky enough
to find a value for P, which satisfies both equations
in (3.31) we are left with the second problem.
Delete equations (3.31) and (3.35) and all four
prices from the model and 14 equations remain to
determine 15 variables, all quantities rather than
prices. The selection of Ps and P, as exogenous is il-
legitimate because then there is no EX0genous quar-
tity variabie to determine the absolute size of the
economy. The model will therefore yield a solution
only for relative quantities just as, without a
numeraire, only relative prices could be derived.

The opportunity to choose different sets of ex-
ogenous variables, that is to impose different
equilibrium conditions or ecOnonMc environments
on the model, gives the user an important clement
of flexibility in his uses of the model. For the case
of ORANI a large number of possible choices is
available. Some of the most useful are discussed in
subsection 4.1.

Pursuit of the Johansen method for solving the
stylised model requires that its equations be con-
verted to their percentage change form. The
transformed equations are given below. The same
numerical identifiers are used as were used for the
corresponding levels versions but an asterisk has
been added to denote the transformation. Lower
case letters are used to denote the percentage
changes of equivalent level variables (for example,
x/100 = dX/X)

X, =Y - i, i=1,2 (3.24)*
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4 ':1 ___,4 %
Xjj =X~ (pj — rf off Pt)a ;___1:2 (3.27)
4
g = I o Py, J=1,2 (3.3
=1
2 .
x = T By Xy, i=1,2 (3.32)*
=0
2
Xjo= jzl Bij xjj, i=3,4 (3.3%)*
Py =0, {3.35)*
where

Bif=Xif/Xf’ i=1"")4;}-=0) 132'
That is, B;; is the share of total sales of commodity §
(i = 1, 2) or primary factor / (i = 3,4) which is ac-
counted for by sales to industry j (i = 1,2) or to final
demand (j = 0). Note that in its transformed ver-
sion, the model is linear in the percentage change
variables. The asterisked equations have been writ-
ten in the tableau form of the matrix representation
(3.19) in Table 5.2; that is, the interior of the
tableau defines the elements of the matrix 4 for the
stylised model. The first task would he to choose
the exogenous variables and to split the A matrix in-
to submatrices 4; (the columns of A corresponding
to the endogenous variables) and A4, (the columns
corresponding to the exogenous variables). For ex-
ample, for the first of the closures suggested on
p. 87 (X, and X, exogenous), columns 1 — 9 and
12 — 19 of Table 5.2 would form A; and columns
10 and 11 would form A;. The system could then be
solved by the matrix manipulations described by
equations (3.20) and (3.21).

An option which might be exercised before ap-
plication of the solution method is to reduce the
size of the system by algebraic substitutions. For ex-
ample, in the stylised model, the consumer demand
variables (xp) and the input demands (x;) could
easily be ecliminated by substituting equations
(3.24)* and (3.27)* into the remaining equations to
give a condensed system of 7 equations in 9
variables as follows:

4
Py = X jby i=1,2 (3.31)

2 4 -
x; ={y—pio)Bio +}.=21 (x5 —~ [2‘7:'“2] o; pr 1By,

i=1,2 (3.3
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2 . 4

xi= £ (xf~ {pi~ = agphB;  (3.33)**
=1 =1 i=3, 4

P1=0. (3.35)*

The advantage of the condensation procedure is

~ that 1t reduces the size of the system which must be

handled at the computing stage. In the example
given it has reduced the size of the matrix 4; which
Is to be inverted (see equation (3.21)) from (17 X 17)
to (7 X 7). Inversion of the (17 x 17} matrix of the
uncondensed version of the stylised model would
not be a major computing task, but for larger
systems such condensation might be very
valuable.*® The costs of condensation, apart from
the algebra required, are that eliminated variables
cannot ¢asily be made exogenous and that if solu-
tion values for them are required these must be ob-
tained by back solution following the computation
of any solution to the condensed model. The values
of the x,, in the stylised model, for exampie, could
be obtained by substituting into equation (3.24)*
the solution values of y and the p, obtained from
the condensed system.

The final point to be made about the stylised
model concerns its data requirements. The explicit
parameters of the model represented by equations
3.2y, (3.27)*, (3.31)*, (3.32)%, (3.33)* and
(3.35)* are of two types: industry cost shares (the
a;) and user sales shares (the BU) for both com-
modities and primary factors. Note, however, that
other data have implicitly been supplied to the
model as theoretical assumptions, especially in the
utility and production functions. Expenditure
elasticities of consumer demand and the clasticities
of substitution between inputs to production have
all been set to unity and own price elasticities of
consumer demand set to —1 as consequences of
the functional forms chosen for utility and produc-
tion functions. In a more realistic model, less
restrictive assumptions might be imposed so that
various parameters such as the consumer and
substitution elasticities would be required from
econometric evidence. In currently implemented
versions of ORANI, for example, CES (constant
elasticity of substitution) rather than Cobb-Douglas
production technology is imposed. Theoretical
assumptions still play an important role in limiting
the data requirements to manageable proportions.

For the case of the stylised model. all the
parameters which need to be supplied from data
about the economy to which the model is to be ap-
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plied can readily be obtained from input-output
tables. Refer back to Table 5.1 and note that that
table describes an economy which is more elaborate
than the economy implicit in the stylised model. In
particular, Table 5.1 distinguishes more industries
and final demand categories and includes interna-
tional trade flows. With those qualifications it
should be apparent that cost shares such as the a,
are just shares in the column total of individual en-
tries in an industry column in the input-output
table. Indusiry sales shares such as the B, for { =
1,2, in the stylised model are the shares in the row
total of the entries along an indusiry row. The
primary factor sales shares are, similarly, the shares
in the relevant row total of the entries along a
primary factor row in the table. For example, in the
economy represented by Table 5.1, the share of in-
puts from industry 2 in the total costs of industry 5
(that is, a » 5 following the notation of this section)
is 459,7/12601.1 = 0.036. Similarly, the share in the
total sales of industry 2 which is accounted for by
sales of intermediate inputs to industry 5 (that is,
B, 5) is 459.7/1149.1 = 0.400. Finally, the share of
total payments to labour accounted for by employ-
ment in industry 8 is 3442.3/14029.5 = (.245.

(b) Some Details of the ORANI Structure

The stylised model described in the previous subsec-
tion is a convenient, simplified caricature of
ORANI. It served to introduce the general classes
of equations which comprise the ORANI structure
(final demand equations; equations describing pro-
ducers’ demands for inputs; pricing equations and
market clearing constraints), tc demonstrate how
these can be derived from orthodox propositions of
micro-economic theory {(constrained optimisation
by producers and consumers; perfect competition,
etc.), to illustrate the linearisation method proposed
by Johansen and to show how the parameters of the
linearised model can be constructed from
commonly available economic data. ORANT itself
has been constructed, linearised, implemented em-
pirically and solved in a manner exactly analagous
to that outlined for the stylised model. ORANI is,
however, a much more elaborate model in terms of
the number of sectors distinguished, the degree of
detail in which final demand and primary inputs are
modelied, the assumptions made about technology,
and the price structure of the model. In this sub-
section some details are given of the way in which
these issues are handled in ORANI. The aim is to
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give a general account of the economics underlying
the ORANI structure, Full technical details are
given in Dixon, Parmenter, Sutton and Vincent
(1981). :

() Industry and Labour-force Classification

The core of the data base for ORANI is the input-
output tables compiled by the ABS (1977). The first
publicly documented version of ORANI (Dixomn,
Parmenter, Ryland and Sutton 1977) used precise-
ly the same industrial classification as that chosen
for the input-output tables. The model thus
distinguished 109 ASIC-based industries. For the
more recent version of the model some modifica-
tions have been made to the industrial classification
(Dixon, Parmenter, Powell and Vincent 1980).
The main change is a revision of the agricultural
sector to accommodate an explicit modelling of the
mulfi-product nature of most Australian farms.
The complete industry classification is given in the
table of industry results in subsection 4.2(b), that is,
Table 5.4. _

Labour input in ORANI is disaggregated into
nine broad occupational categories. A matrix of
Iabour input by occupation and industry was com-
piled, consistent with the labour input data in the
input-output tables, on the basis of population-
census data. The ORANI labour-force categories
are listed in Table 5.3 in the results section.

(i) International Trade

One major contrast between ORANI and the stylis-
ed model is that ORANI is a model of an open
economty, Particular attention has been paid to the
specification of international trade, both because of
the importance of trade to the Australian economy
generally and because the model was designed part-
ly for use in formulating advice on trade policy
within relevant government departments.

Australia is assumed, in ORANI, to be a smail
buver in the markets for its imports. World prices
for imports are, therefore, independent of the level
of Australian demand for imports. In the domestic
market, imports are assumed to compete with
domestic output of the same commodity classifica-
tion but not to be perfect substitutes. That is, the
shares of imports and domestic supplies in each
domestic user’s total purchases of any importable
commodity are assumed to depend on the relative
prices of supplies from the two sources.*” The
model contains demand functions for commodities
identified by commodity category and source of the
following form*°
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2
xigi = Yy ~ 0ilPisj — EISitjpitj), (3.36)

t:
where x;; is the percentage change in the demand
for commodity /, from source s {s = 1 indicates that
the commodity is domestically produced and s =2
that it is imported), by user j (j can identify an in-
dustry if the commodity is to be used as an input to
current production or capital formation, or it can
identify the final demand category, household con-
sumption). y; is an activity variable which defines
the percentage change in user j's demand for com-
modity 7 in general (that is, for ‘effective’ units of
commodity i not distinguished by source; see end-
note 40). p,.; is the percentage change in the price
paid by user j for commodity / from source s. o; is
the elasticity of substitution between imported and

domestically produced supplies of commodity i and

S,; is the base-period share of source f in user j’s
total purchases of commodity i.*' Equation (3.36)
says that, for any given level of demand for good i
in general, an increase in the price of imports of
good i relative to a share weighted average of the
imported and domestic prices (the percentage
change in this average is the second term in the
brackets on the RHS of (3.36)) will lead to a reduc-
tjon in the demand for imports and an increase in
the demand for domestically produced good i.

Key parameters necessary for the empirical im-
plementation of these assumptions are the
elasticities of substitution {o,) between imports and
domestic sources of commodities, that is, the
- parameters which describe the percentage change in
the import-domestic shares of the usage of each
commodity likely to result from a I per cent change
in the relevant import/domestic price ratio.
Estimates of these parameters for the Australian
economy at the level of commodity disaggregation
employed by ORANI are described in Alacuze
(1976 and 1977), Alaouze, Marsden and Zeitsch
(1977) and Marsden and Milkovits (1977).

Exports from Australia’s major export industries
are assumed, in ORANI, to be sensitive to both
domestic cost conditions and overseas demand.
World prices of exports are not assumed to be in-
dependent of Australian supplies to the world
markets although the relevant foreign demand
elasticities are typically high.*? Subject to the
postulated foreign demand curves, the major ex-
porters are assumed to determine export volumes
on conventional profitability criteria. Domestic
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sellers’ prices of the major export commodities are
therefore closely tied to their world prices.

To complete the specification of international
trade in the theoretical structure of ORANI, an
equation is included which defines the balance of
trade as the difference between the aggregate
foreign-currency value of exports and the foreign-
currency cost of imports. In model simulations, the
balance of trade can cither be left to be determined
by the model or set as an exogenous constraint on
the solution.

(iify Aggregate Domestic Final Demand

The treatment of exports is an exampie of the en-
dogenisation in ORANI of elements of final de-
mand, in this case foreigners’ demand for
Australian products. Three other categories of final
demand are distinguished in the model: consump-
tion by domestic households; investment; and cur-
rent government spending. Together, these three
constitute aggregate domestic absorption. Just as is
the case for the stylised model, ORANI is con-
strained by an (implicit) national income identity??
which may be written as

GDP= A +(E—-M) (3.37)

where GDP is the real gross domestic product, A is
real domestic absorption, E is real exports and M is
real imports. Unlike the short run Keynesian model
or the open static input-output model, aggregate
demand (the RHS of equation (3.37)) is not usually
of overriding importance in determining the GDP.
GDP can be regarded as largely determined by the
constraints imposed on the supply side of the
model.** The current version of ORANI contains
no equations which explicitly relate domestic ab-
sorption to elements of national income (a Key-
nesian consumption function for example). If a
balance of trade constraint is imposed on the model
(that is, if (F —~ M) is fixed) it is natural to determine
absorption endogenously. Alternatively, real ab-
sorption can be fixed exogenously and the model
can determine the appropriate value for the balance
of trade.

(iv) Household Consumplion

Even when the levels of the domestic national ex-
penditure aggregates are eXogenous, the commodity
composition of both household consumption and
domestic investment is explained in the ORANI
theory. The determination of consumption pro-
ceeds along similar lines to those followed for the
stylised model. Consumers are assumed to behave
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as if they maximise an aggregate utility function
subject to an aggregate budget constraint. Utility is
defined as a function of levels of consumption of
commodities of each commodity category.

In the open economy model, commodities are
distinguished both according to commodity type
and source (imports or domestic). The source com-
position of households’ consumption of each type
of commodity is determined by the relative prices of
imports and domestic supplies as explained
above.*® Household demand functions for each
type of commodity implied by the utility maximisa-
tion assumption are functions of aggregate expen-
diture and commodity prices‘s and can be written in
percentage change form as
AP = eie % ninf>, i=1,...g (3.38)

= _
where ¥¥ is the percentage change in the demand
for commodity J, ¢ is the percentage change in ag-
gregate consumption, p(” is the percentage change
in the price paid by households for commodity /, g
is the expendlture elastlclty of demand for good r,
and n; is the cross price elasticity of demand for
good 7 with respect to the price of good j. Expen-
diture and price-elasticity parameters required by
(3.38) were estimated for the current version of
ORANI by Tulpule and Powell (1978).
(v) The Demand for Investment Goods
There is nothing in the current version of ORANI
to determine the level of aggregate investment in the
economy. This is usually determined exogenously
by an assumption about the share of investment in
aggregate domestic absorption {see subsection 3.2
(b) (ii1)). However, the allocation of a large propor-
tion of the aggregate investment budget among in-
vesting industries is determined in the model by
movements in relative rates of return, An increase
in an industry’s expected rate of return relative to
the economy-wide rate will induce that industry to
expand its investment and acquire an increased
share of the economy’s investment budget. The
readiness with which industries expand investment
in response to increases in expected rates of return
is reflected, in ORANI , by parameters in the in-
dustry investment functions which reflect recent
historical experience in the Australian economy.
This part of the ORANI! investment theory is
generally overwritten for a group of industries,
mainly public sector industries, for which it is not
considered plausible. For these industries, invest-
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ment is then fixed exogenously. _

Once the composition of investment by investing

industry is determined, the demand for investment
goods follows from the commodity composition of
investment in each industry, ORANI contains data
which describe this composition for a typical unit of
investment in each industry.*’” The technology
assumed for combining inputs of each commodity
type into capital in each industry is of the Leontief
variety, That is, inputs are assumed to be used in
fixed proportions with no substitution allowed be-
tween steel and plastics, for example, in response to
changes in their relative prices. The source com-
position of each (cost minimising) investor’s
usage of any input is, however, modelled as a func-
tion of the relative prices of imports and domestic
supplies in the usual way. (See section 3.2(b)(ii)
above.)
(vi) The Demand for Inputs to Current Production
In the stylised model presented earlier both primary
and produced inputs were assumed to enter into in-
dustries’ production functions in the same way (see
equation (3.26)). The producers’ cost minimisation
problem yielded input demands as functions of out-
put levels and all input prices (see equation (3.27)%).
Substitution was allowed between all types of in-
puts although all pairwise elasticities of substitution
were restricted to unity. The production specifica-
tion employed in ORANI allows a restricted range
of substitution possibilities between inputs but,
where substitution is allowed, the relevant substitu-
tion parameters are not so severely constrained by
the theory.

Producers’ demand functions for current, pro-
duced inputs in ORANI are strictly analogous to
demands for investment goods described in the
previous subsection. The assumed production func-
tions require intermediate inputs of each commodi-
ty type in fixed proportions, that is, no substitution
possibilities are allowed between alternative pro-
duced input categories. Once again, however,
substitution between imports and domestic supplies
of the same commodity category is allowed and
producers select their input sources so as fo
minimise input costs. Equation (3.36) can therefore
readily be applied to represent demands for current
inputs. The x, . must now be interpreted as demands
for mtermedlate inputs, the S_. as source shares in
intermediate usage of commoci’mes and the activity

*variable (y,) is equal, for all J, to the current output

level of mdustry J
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Allowing for substitution in response to relative

price changes between different types of in-

termediate inputs would involve no serious
theoretical complications in ORANI although it
would expand the size of the model. The main
reason for ruling out such substitution possibilities
is empirical. In the first place the time-series input-
output data which would be required to estimate
the relevant substitution parameters are simply not
available for Australia. Secondly, to the extent that
the issue has been investigated with more extensive
data bases overseas, there is no strong evidence of
reliable relationships between input-output coeffi-
cients and relative prices (Sevaldson 1976).
Demand functions for primary inputs in ORANI
reflect neoclassical, value-added production func-
tions which are assumed in the model. No substitu-
tion is allowed between produced and primary in-
puts. The real cost of the former can simply be
deducted from the real value of output, and pro-
ducers can be regarded as combining primary in-
puts to produce net output or value added. A CES
form is specified for these latter production func-
tions in currently implemented versions of ORANI.
Cost-minimising producers will then operate on
primary-input demand functions of the form (in
percentage changes) :

L .
" 31.39)

Qe =2 2y p‘(w.__z S W )’ (

Iy 7 0} 1 1 ki Yk

where £, is the demand for the #* primary input by
the / industry, z, is the output of the / industry,
w, is the price of the k™ primary input, S,; is the
share of the & input in total primary costs of in-
dustry /, o”;is the elasticity of substitution between
primary inputs in the # industry, and L is the
number of primary factors.

The S, ; can easily be computed from input-output
data. For example, in Table 5.1, where primary in-
- puts are represented by rows 11 and 12, the share of
labour in the total primary costs of industry 2 is
319.8/(319.8 + 344.4) = 0.48. Obtaining empirical
estimates of the elasticity of substitution
parameters {o f is notoriously difficult. The values
used in the current version of ORANI were selected
on the basis of a survey of the available
econometric evidence by Caddy (1976).

Demand functions of the form of (3.39) were
derived in ORANI for three categories of primary
inputs: labour, fixed capital and agricultural land.
Labour is not, however, homogeneous in ORANI.
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Nine occupational categories are distinguished and
provision is made in the ORANI theory for
substitution between labour categories in response
to ohanges in relative wage rates.

(vii) Industry-Outputs: the Agricultural Sector

As was the case for both the input-output and the
stylised Johansen models which were discussed
carlier, there is in QRANI a one-to-on¢ cor-
respondence between industries and commodities
for most sectors. That is, at the level of aggregation
involved, most industries produce only one com-
modity, and most commodities are produced in on-
ly one industry, It was, however, decided to aban-
don that convention for the modelling of
agriculture. Multi-product enterprises are basic to
Australian agriculture and their major inputs are
better regarded as general rather than product-
specific. Under the characterisation of agriculture
adopted in ORANI, agricultural producers select
their output mixes so as to maximise revenue sub-
ject to empirically specified production-possibility
frontiers. Commodity supply equations are of the
following form (in percentage changes)

O o (s &
Xjo=zj+ ey (pi- L Pr &P, (3.40)
where x{J is the percentage change in the produc-
tion of commodity by industry j, z; is an index of
the level of activity in industry j*°, p, is the pro-
ducers’ price of commodity i, the.S;; are a weighting
scheme for aggregating commodity prices into an
industry average price for industry j, and ¢y is a
{positive) parameter reflecting the ease with which
commodity i can be substituted for other com-
modities in the product mix of industry j.*° Under
the supply system (3.40) an increase in wool prices
relative to wheat prices will, for example, cause
wheat-sheep-zone farmers in the model to produce
more wool and less wheat at any given overall level
of output (7).

{viii} Price Accounting

In the stylised Johansen model only a single price
was distinguished for each commodity. It is clear
however, even from the brief description given
here, that in some parts of the ORANI theory,
(input and final demand equations for example) it
is the prices paid by users (that is purchasers’
prices) which are relevant, while for other parts of
the theory, (producers’ output decisions in par-
ticular), it is prices received by the producers
(that is, basic value prices) that should enter
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the behavioural equations.

The producer-price and user-price of a commodi-
ty are not generally identical. The price paid by the
user typically includes a margin over the producer-
price which covers the costs of trade and transport
services incurred in the delivery of the commodity
from the producer to the user. The margin will also
include the value of any commodity tax payable or
subsidy receivable on the transaction. Moreover,
the size of the margin on a given commodity will
often vary across users. Sales taxes and retail mark-
ups, for example, are often incurred on sales to
final consumption but not on intermediate sales of
the same commodity.

ORANI contains a detailed price-accounting
system which models explicitly the structure of pur-
chasers’ prices and which allows the prices paid for
the same commodity to differ between users.

Apart from the explicit modefling of the relation- |

ship between producers’ and purchasers’ prices,
price formation in ORANTI is strictly analogous to
price determination in the stylised Johansen
model,*° Zero-pure-profits constraints are imposed
on domestic producers.’! Since producers are
assumed to be price takers and since ORANI’s pro-
duction functions exhibit constant returns to scale,
neither revenue nor costs per unit output depend on
the scale of output. Just as in the case of the stylised
model, basic value output prices depend only on the
prices of inputs to production, including the rental
prices on the industries’ capital. In the case of pro-
duced inputs it is the purchasers’ prices to pro-
ducers which are relevant,
(ix} Market-Clearing Equations
Market-clearing equations in ORANI have exactly
the same form as those of the stylised model but
ORANTI’s market-clearing structure must reflect the
greater level of detail of the full model. Separate
market-clearing equations are included for imports
and domestic commodities. Although commodities
from both sources are classified in the same com-
modity classification, imports of a given category
are distinct from domestic supplies because they are
not assumed to be perfect substitutes, The RHS of
the market-clearing equation for each source-
specific good must account for demands for that
good as an input to domestic production; as an in-
put to capital formation; as a margin service; as an
input to household and goverament consumption;
and as an export,

Turning from commodities to primary factors,
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ORANI’s market clearing equations reflect the
non-homogeneity of labour in the model by identi-
fying a separate equation for each occupation
category. Labour supplies of different occupations
are not perfect substitutes and cannot therefore be
added in a single market clearing equation.

4. An ORANI Simulati!ﬁn: the Shori-Run
Effects of a 10 per cent Increase in
Domestic Steel Prices

An inter-industry model like ORANI is essentially a
practical device. It combines insights, derived from
economic theory, about how different sectors of
the economy interact with large amounts of data
reflecting the operation of the interactions in the
economy. The role of the formal model is to pro-
cess all this information and to present detailed im-
plications of the theory and data which would not
necessarily become obvious using less formal meth-
ods. In the hands of users with some experience in
manipulating the model, quantitative analysis of a
wide range of issues relevant to economic policy can
be obtained. A number of studies of this type from
ORANI have been referred to earlier in this Chapter
and a list of publicly documented applications was
given in the introduction.

It is important to emphasise that, in order to use
ORANTI results legitimately, the user must be in a
position to understand what features of the model’s
theory and data are responsible for the results. At
the present stage of their development, if ever,
economic models cannot claim to reflect accurately
all the forces which determine the response of the
economy to a given shock. The model should not,
therefore, be used as a ‘black box’ and results from
it shouid not simply be accepted as ‘the answer’ to
the problem posed. The results can, however, be of
great value to the policy analyst when understood
as the implications of clearly defined mechanisms in
the model. The user can then decide how much con-
fidence to have in the results on the basis of what is
taken into accoumt in the model and can make

- allowance for any omitied factors which may be

considered important, In order to use the model in
this way, the user must first of all have at least a
good general knowledge of the structure of the
model. In addition he must be familiar with the
special assumptions which have been made in set-
ting up the model for the particular simulation of
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interest. Finally the results must be related in a fair-
ly detailed way to the workings of the model. The
value of using the modet lies as much in the insights
which it can give into the implications of intercon-
nections in the economic system as in the numerical
values of individual results.

An outline of the structure of ORANI was given
in subsection 3.2. This section attempts to show
how the model can be used to elucidate a
hypothetical economic policy issue. In recent years
the prices of major commodities, and hence the rate
of return to factors engaged in their production,
have increasingly become objects of government
surveillance, especially in the case of commodities
produced in very concentrated industries. In the
Australian context, the main vehicle for such public
price surveillance has been the Prices Justification
Tribunal. For the purpose of illustrating the ap-
plication of ORANI, the model has been used to
project the short run effects on the structure of in-
dustrial activity and employment, and on various
economy-wide summary variables, of a 10 per cent
increase in the domestic producer price of one ma-
jor commaodity, nainely steel, Similar projections of
the economy-wide effects of price changes under
consideration might be relevant inputs to the
deliberations of price-surveillance agencies.

The rest of the section is organised as follows.
Subsection 4.1 contains a detailed explanation of
the special assumptions about the economic en-
vironment which were imposed on the model for
the purposes of simulating the effects of the steel
price increase. Users of the model have con-
siderable scope for varying these assumptions in
specifying experiments.’?> The particular assump-
tions chosen here are contrasted with some possibly
useful alternatives. Numerical resuits from the il-
lustrative application are presented and discussed in
subsection 4.2,

4.1 Assumptions Underlying the Simulgtion

In section 3 (p. 84) it was noted that the number of
equations in ORANI is less than the number of
variables. A group of variables, equal in number to
the excess of the total number of variabies over the
number of equations in the system, must therefore
be set exogenousty. The modei can then be used to
provide solution values for the remaining {en-
dogenous) variables. The selection of which
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variables are to be exogenous is of far more than
just computing significance. This selection,
together with the values assigned to the exogenous
variables and to various user-specified parameters,
is determined by the assumptions about the eco-
nomic environment which are made for the simula-
tion in hand. A key advantage of the Johansen solu-
tion method is that the model can easily be solved
with different partitions of its variables into ex-
ogenous and endogenous sets. No fundamerntal
changes fo computing procedures are required when
the choice of exogenous variables is changed.®* The
choice can therefore be left to the user.

The key assumptions about the economic en-
vironment which were made in simulating the ef-
fects of an increase in steel prices are as follows:
(a) The capital and agricultural-land stocks avail-

able for use in production in each industry are
fixed.

(b} Production technology and consumers’ pref-
erences are fixed.

(c) Both the level of real aggregate domestic spend-
ing and its broad composition (i.¢., the shares
accounted for by household consumption, in-
vestment and government expenditure) are fix-
ed. _

{(d) No balance of trade constraint applies, i.e.,
the model is free to determine the effect of the
steel-price rise on the balance of trade.

{¢) The supply of labour in each of the model’s
‘nine occupations is perfectly elastic at current
wage rates,

(f) Money wages are fully indexed to the ORANI
index of consumer prices.

(g) The exchange rate is fixed.

The first assumption is the famihar short-run
assumption of neoclassical economics. The capital
stock available for use in each industry is fixed and
the rental prices accruing to capital are
endogenous.’* In industries which increase their
output levels in the simulation, there will be a rise in
the demand for capital which will increase its rental
price. Similarly a fall in an industry’s output will be
associated with a decrease in the rental rate on its
capital. An alternative configuration of the model
would make renta} prices of capital exogenous and
capital supply perfectly elastic at the given price.
This device would serve to simulate a Keynesian,
excess-capacity economy in which industries’ short
runt supply curves are horizontal rather than
upward-sloping as in the more neoclassical environ-



96

ment. Note that the short-run assumption does not
preclude investment. In fact, in the steel-price
simulation, the level of aggregate real investment is
fixed exogenously (via assumption (c)) but the in-
dustrial composition of investment and hence the
pattern of demand for capital goods are allowed to
respond to changes in relative rates of return induc-
ed by the rise in steel prices.’®> The short-run
assumption just prevents current investment from
augmenting capital stocks available for use in the
solution period. The calendar time period usually
proposed for such short-run solutions is of the
order of 1-2 years. Assumption (b) imposes restric-
tions on technological and taste changes which are
consistent with such a short-run focus.

Assumption (c) indicates that the simulation
takes no account of any effects which the change in
domestic steel prices might have on aggregate
domestic spending in the short run, QRANDs
theoretical structure includes no mechanisms 10
describe short-run  expenditure determination.
(There is, for example, no Keynesian-style con-
sumption function.) Instead, it is assumed that ag-
gregate expenditure 1s independently controlled, in
the short yun, by instruments of government policy
(fiscal and monetary policy for example) not
modelled in ORANI, As explained in subsection
3.2(b)(iii), the model is, nevertheless, constrained
by an implicit national income identity equating
gross domestic product to the sum of domestic ab-
sorption and the balance of trade (see equation
(3.37)). Aggregate output (that is, GDP) is deter-
mined in the simulation mainly by supply side con-
siderations such as fixed factor endowments
(assumption (a)), technology (assumption (b)) and
wage levels {assumption ()).*% With domestic ex-
penditure exogenous, it is clear that the model must
be allowed to determine a value for the balance of
trade, hence assumption (d). An obvious alter-
native is to reverse the roles of domestic absorption
and the balance of trade in assumptions (¢} and (d),
that is, to impose a balance of trade constraint and
allow aggregate domestic absorption to be fixed by
the model. This alternative would be more ap-
propriate for a long run simulation. The balance of
trade constraint should then impose the long run re-
quirement that the country balance its overseas ac-
count allowing for likely net capital inflow and the
need to remit income to foreign owners of domestic
TESOUrces.

Labour chosen

market conditions in the
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econontic environment are determined by assump-
tions (e) and (). Assumption (f} implies that real
wage rates are fixed in the experiment. Allernaiive
assumptions about the degree to which wage rates
are linked to domestic prices can easily be im-
plemented in ORANL®’ One possibility which
would often be useful for policy simulations in the
current Australian environment would be to ex-
clude the direct price effects of the policy change
from the indexing formula. Given the chosen wage
indexation assumption (f), assumption (&) implies
that employment levels are purely demand-
determined. The obvious alternative is to impose
exogenous target employment levels, which may or
may not represent full employment, and to allow
the model to determine the change in real wage
rates necessary to ensure that the demand for
labour is just sufficient to generate the target levels
of employment.

The final assumption {assumption (g)} allows the
exchange rate to be used as the numeraire in the
simulation. All other prices are then measured
relative to the price of foreign exchange, and
changes in domestic prices relative to (fixed)
overseas prices are reflected in the results as
changes in domestic price indexes rather than as
changes in the exchange rate.’® It is tempting to
think that an alternative to assumption {(g) would be
to specify the balance of trade exogenously and to
allow the exchange rate to vary in order to satisfy
the balance of trade constraint. In fact, with wage
rates indexed,*® the balance of trade is not sensitive
to changes in the exchange rate. The immediate im-
pact of a 1 per cent devaluation is to cause 1 per
cent increases in the domestic currency prices of im-
ports and exports, but these will feed through into
domestic costs via wage indexation, eventually
generating a 1 per cent increase in all domestic
prices, which prevents the devaluation from allow-
ing domestic producers a competitive advantage in
international trade,

The seven assumptions (a) — (g} are key assump-
tions which must be kept in mind in interpreting the
results (in subsection 4.2) of the steel-price simula-
tion. To summarise, those results are to be inter-
preted as projections of the short-run effects of an
increase in domestic steel prices in an economic en-
vironment in which real wages are fixed via indexa-
tion of money wages to the domestic price level, in
which there are no constraints on labour supply, in
which aggregate domestic spending is held constant
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and in which the balance of trade is free to move in-
to deficit or surplus according to the impact of the
steel price rise on the domestic demand for imports
and the supply of exports,

4.2 Results

In any application of ORANI, results are com-
puted, and can be presented, for a very wide range
of variables reflecting various aspects of the
economy represented in the model. For example,
under the partition of variables into exogenous and
endogenous sets which ‘was chosen for the current
experiment (sec subsection 4,1), results are readily
available for all of the following: outputs, em-
ployment, rates of return and investment for each

of the model’s 112 industries; outputs, basic prices, -

exports, imports and household consumption levels
for each of the model’s 114 commodity categories;
1and rentals in each of the model's 7 land-using
agricultural industries; employment by 9 occupa-
tion groups; and various indicators of macro-
economic performance such as price indexes, ag-
gregate trade flows, the balance of trade and an in-
dex of aggregate employment. In fact, for obvious
reasons of space, this subsection contains detailed
reporting of just two tables of results: a table which
summarises many of the main features of the
simulation via projections for employment by oc-
cupation and some macro indicators (Table 5.3),
and a table which shows the effects of the
hypothetical steel price rise on the structure of out-
put by industry in the model (Tabie 5.4).

Before considering each table in detail, it is im-
portant to review how results from ORANI ex-
periments should be interpreted in general. With
the exception of the balance of trade,%® all of the
results reported are percentage changes. They are
projections, conditional on the assumptions outlin-
ed in subsection 4.1, of the percentage amounts by
which the values of the endogenous variables are
likely to differ 1 -2 years after the imposition of the
steel-price rise from the values which they would
then have taken in the absence of the price rise. The
model has thus been used as a device for com-
parative static analysis which attempts to isolate the

effects of the steel price rise alone. The results are’

not intended as forecasts of the values which the en-
dogenous variables might take at any particular
calendar time. To use the model in a forecasting
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mode would require likely values to be assigned for

all of the exopenous variables at the forecast
period.

(a) Macro and Employment Effects

Table 5.3 contains projections of the effects of the
hypothetical rise in steel prices on some
macro-economic  indicators and employment
variables. First note that an important consequence
of the rise in steel prices is to increase the level of
domestic prices generally. Increases are proj ected in
the table for both the index of consumer prices and
the capital goods price index. The direct weight of
steel in these price indexes is very small since
domestic steel is used predominantly as an in-
termediate input (87 per cent of total sales) rather
than as an input to domestic final demand.®' The
price indicators are increased, however, both
because producers of final goods atiempt to pass on
in higher prices increased costs of steel embodied in
their intermediate input structures®? and because
wages are assumed to be tied to the index of con-

- sumer prices. {See assumption (f) in subsection 4.1.)

The wage indexation effect raises the costs of ali
producers, whether or not they are direct or indirect
users of steel, The fact that the capital goods price
index is projected to increase much more than the
consumer price index reflects the relatively greater
importance of steel as an input to capital goods.
For example, in the ORANI data base there are 11
industries for which the share of domestic steel in
total costs is 5 per cent or greater.®® Their outputs
have a combined weight of 19 per cent in the capital
goods price index but only 4 per cent in the con--
sumer price index.

The rise in domestic costs generated by the steel
price rise accounts for the contraction in aggregate
employment which is projected in Table 5.3. Anin-
dustry in ORANI wili reduce its output (and hence,
in the short run with fixed capital resources, its
employment) when it experiences a deterioration in
its cost-price situation. Industries facing foreign
competition in their selling markets will suffer such
a deterioration when domestic input costs rise.
Recall from subsection 3.2(a)(ii) that the major ex-
port industries are assumed to face world prices
which are not very responsive to changes in
Australian export levels. Similarly, although im-
ports and domestic supplies of importables are not
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assumed perfect substitutes in the model, import
competitors can raise their prices only at the ex-
pense of some losses of market share to importers.
Non-traded commodities, on the other hand, face
10 similar constraints in handing on increased costs
in the form of higher selling prices.

Table 5.3
Projections of the Short-Run Effecis of a 10 per
centi Increase in the Price of Domestic Steel on
Macro and Employment Yariables

Variable Projection®
Aggregate employment® ~0.17
Employment by occupation
(hours worked)
1. Professional white collar —0.09
2. Skilled white collar -(.12
3. Semi- and unskilled white

collar -0.11
4. Skilled blue coliar {metal _

and electrical) -0.30
5. Skilled biue collar (building) —0.07
6. Skilled blue collar (other) —-0.09
7. Semi- and unskilled blue

collar -0.20
8. Rural workers —0.34
9. Armed services —0.0
Aggregate exports (foreign

currency value) —0.25
Aggregate imports {foreign

currency value) +0.41
Balance of trade ~26.0
Index of consumer prices +(3.28
Index of capital goods prices +0.77

fa) All proiections are percentage changes with the
exception of the balance of trade which has units
‘millions of 1968-69 Australian dollass’.

{b) Theindex of aggregate employment is computed as a
weighted average of the occupation-employment
results using as weights the shares of the occupatlons
in total persons employed.

The mmpact of the cost-price squeeze on the
trading sectors is evident in Table 5.3 both in the
aggregate trade projections and in the results for
employment by occupation. Aggregate exports fall
reflecting exporters’ responses to the reduced pro-
fitability of selling to world markets at (approx-
imately) fixed prices when domestic costs rise. Ag-
gregate imports rise as imports gain market share at
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the expense of domestic producers of import-
competing commodities who attempt to pass on
their increased production costs. The net result of
these changes in trade flows is to push the balance
of trade towards deficit to the extent of $26m. The
disaggregated employment results tell a similar
story. Employment falls are most heavy in occupa-
tions 4, 7 and 8. The last of these is employed
predominantly in the agricultural export industries
and the other two are relatively intensively used by
the metal-using, import-competing sector. By con-
trast occupations I and 5 fare comparatively well,
These are used intensively in the non-trading, ser-
vice and construction sectors.
internal consistency of the aggregate employ-
ment and aggregate trade results can be checked by
rough arithmetic computation of both sides of the
national accounting identity (cf. the discussion of
assumptions (¢} and (d) in subsection 4.1). From
the income side the percentage change in real GDP
can be computed as the weighted sum of percentage
changes in primary factor inputs, that is
gdp = S+ 8 k+5.n 4.1
where {, k& and »n are percentage changes in the
employment of labour, capital and land, and §,, §;
and S, are the shares of the primary factors in
GDP, For the short-run experiment it is assumed
that k and » are both equal to zero. Then since §, =
0.6, (4.1) implies, for the value of £ given in Table
5.3 (that is, — 0.17) that the percentage change in
the GDP is about 0.10. From the expenditure side
the percentage change in GDP is computed as

gdp =S,a+ Se+ 8, m 4.2)
where a, e and m are the percentage changes in ag-
gregate real absorption, exports and imports, and
S., S and §,, are the shares of the expenditure
categories in GDP. Given the assumption of fixed
absorption {g = 0), the values of the aggregate trade
flows from Table 5.3 (that is, ¢ = —0.25 and m =
0.41) and the weights S, = 0.137 and §,, = ~ 0.150
from the ORANI data base 4 (4.2) ylelds a value
for the percentage change in the GDP of about
0.096. The check is thus satisfactory.

The general implication of Table 5.3 is that, for
an internationally trading nation like Australia,
there are always short-run gains, in terms of
employment and the balance of trade, from holding
down the prices of important items in the domestic
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cost structure. This is especially so when cost in-
creases arising in any ong sector are rapidly spread
via wage indexation. The most important contem-
porary context for this idea is that of the ap-
propriate pricing policy for domestically produced
crude oil.®* The problem with the short run analysis
is that is completely omits the long-term, resource-
allocative consequences, usually taken to be
adverse, of interfering with the price mechanism,

() Industry-output Projections

Table 5.4 contains projections of the percentage ef-
fects of the 10 per cent increase in steel prices on the
output level of each of ORANTI's 112 industries.
The projections appear in ranked order with the in-
dustry of which the output is projected to decline
most severely (industry 63, Basic Iron and Steel)
ranked ‘1’ and the industry which is projected to
suffer least from the price rise (industry 106,
Health) ranked ‘112’. Each industry is assigned to
one or more of four trade classifications: import-
competing (IC); export (E); export related (ER);
and non-trading (NT). Industries assigned to the IC
category face significant import shares in their sell-
ing markets and/or large elasticities of substitution
between their outputs and imports of the same
commodity category.®® Industries designated E are
those for which exports are endogenous in the
simulations, The ER industries do not export
directly but sell large shares of their outputs to the
exporters. Industry 4 (Northern Beef) is a good ex-
ample. It sells most of its output to the exporter 18
{Meat Products). Industries are classified as NT if
they have not been assigned to any other group,
that is, when their links with international trade are
very weak. :

The general structure of the ranked table can be
anticipated from the description of the macro and
employment results given in the previous subsec-
tion. Internationally trading industries appear high
in the ranking especiatly if steel is important, direct-
ly or indirectly, in their intermediate input struc-
tures. Since aggregate domestic spending is held
constant, industries which serve domesic final de-
mand and do not face significant import competi-
tion take low places in the ranking. The purpose of
this subsection is to expand on the implications of
these general factors for the industrial structure
defined at the ORANI level of disaggregation and
to demonstrate some of the features of the model’s
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structure and data base which account for the
relative positions of individual industries within
these general categories.

The steel industry itself (industry 63) is projected
to experience the greatest decline in output follow-
ing the hypothetical rise in its selling prices. With
the stecl prices set exogenously, the change in steel
output reflects the response of domestic steel users
to the higher price. The market-clearing constraint
for domestic steel implies that the sum of changes in
intermediate demand for steel and exports of
steel,57 each weighted by their shares in total steel
sales, must be equal to the percentage change in the
output of steel. Exports are assumed to be constant
so that the projected decline in steel ouput (Table
5.4) is consistent with a decrease in intermediate
usage of domestic steel of approximately 0.9 per
cent.’® The ORANI theory (see subsections
3.2(b)(ii) and 3.2(b}(vi)) implies that intermediate
input demand functions for domestic commodities
take the form

xvy = % — oySgaywany —pan) 43
That is, the percentage change (xﬁm)” in the de-
mand for domestically produced good i by industry
j depends on the percentage change in the output of
the using industry (zj) and, since substitution be-
tween imports and domestic supplies is allowed, on
the percentage change in the purchasers’ price of
domestic supplies relative to imports (D, —~ p(mj)'
The parameters oif and S2)jin equation (4.3} are
respectively the elasticity of substitution for user j
between the two sources of input { and the share of
imports in j’s total usage of i. A rough explanation
of the result for steel can be given by computing
numerical values for the terms in (4.3) using values
for the parameters from the ORANI data base. Ap-
proximate average values for all intermediate users
for the percentage changes in purchasers’ price are
Py 9.03 and p,), = 0.03.7° From the data base,
0,=0.5 for all /7! and the average value (over j) of
SG2)j is 0.11. Hence, the second term on the RHS,
that is, the substitution term, of (4.3) is approx-
imately equal to 0.50. This leaves a decline of 0.4
per cent in total infermediate usage of steel to be ac-
counted for by the activity-level term (zj). More
than 50 per cent of the total intermediate usage of
steel is accounted for by sales to industries experien-
cing output declines in excess of 0.4 per cent {(that
is, by industries ranked 1-8 in Table 5.4). A
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weighted average value of 0.4 for the z; in equation
(4.3) for the case of steel usage is thus guite plausi-
ble.

Examination of the results for the remaining 11
of the 12 main losers in the steel price simulation
provides a good illustration of the importance of
accounting for factors beyond input-output
linkages to the steel industry. Of those industries
ranked 2-12 in Table 5.4, for only 6 (that is, in-
dustries 68, 67, 76, 74, 78 and 77) is the direct im-
pact of increased steel costs an important factor.
All 6 of these are import-competing industries with
shares of steel in total costs 5 per cent or greater,
Even within this group, factors other than the
weight of steel in total costs can predominate in ex-
plaining relative output performance. For example,
the Motor Vehicle industry (68) ranks higher (2nd)
than the Metal Products industry (67) (which is
ranked 3rd), despite the fact that steel accounts for
only 5 per cent of the costs of motor vehicles but 17
per cent of those of metal products. The reason is
that the Motor Vehicles industry faces much stiffer
import competition, according to the ORANI data
base, than does the Metal Products industry. The
share of imports in the market facing both in-
dustries is about 20 per cent but the estimated
elasticity of substitution between imports and
domestic output is 5 for the case of motor vechicles
but only 2 for metal products.

The remaining 5 of the 12 highest ranked in-
dustries in Table 5.4 (that is, 14, 64, 25, 11 and 13)
are all export industries’® withont strong in-
termediate cost linkages to steel. The main impact
of the steel price rise on their costs is via labour
costs and wage indexation. As export industries fac-
ing elastic forcign demand curves they are,
however, especially vulnerable to cost pressures.
The adverse impact of general cost pressures on the
export sector is a furtber factor {additional to the
incidence of import competition) in the explanation
of the high positions of the Agricultural Machinery
(76) and Construction Equipment (77) industries in
the table. These industries have important linkages
to exports as suppliers of inputs to capital forma-
tion in the agriculiural and mining export sectors.
One effect of the steel price rise is to cause a
reallocation of the economy’s investment budget
away from the trading sectors. The demand for
capital goods produced by these two industries
declines accordingly.

Looking beyond the first 12 tndustries in Table
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5.4 several other features of ORANI can be shown
to be influential in determining the relative
responses of industries, within the broad trade
classifications, to the hypothetical steel price rise.
The first is capital and Iand intensity. In short run
QRANI simulations, industries employing high
ratios of these fixed factors in total primary costs
have little scope to respond to a cost price squeeze
by reducing output and factor inputs,”® The return
to fixed factors will fall but in the short run they are
committed to the industry. The export industries
exhibit the influence of this most clearly, The Iron
industry (12) is the most fixed factor intensive of
these but the agricultural exporters’® in the
Pastoral Zone (1), the Wheat-Sheep Zone (2), and
the High Rainfall Zone (3), because of the presence
of tand in their input structures, have, on average,
higher shares of fixed factors than the non-rural ex-
porters. Correspondingly, these four industries
rank, in turn, 84th, 47th, 46th and 23rd”® — much
lower than the remaining exporters. A further fac-
tor which helps to explain the comparatively good
performance of the three agricultural zones (in-
dustries 1-3) is the importance of wool in their ex-
ports. Because of Australia’s large share in world
wool supplies, the elasticity of demand for wool ex-
ports is assumed to be significantly lower than for
all other export commodities. The foreign demand
clasticily facing exporters of prepared wool fibres

~{industry 30) is also low, relative to other non-wool

exporters.

Within the import-competing sector it is evident
that usage of traded inputs, the costs of which are
held down relative to the general level of domestic
costs by international competitive pressures, tends
to cushion some industries from the indirect effects
of the steel price rise. Thus industries high in the
textiles chain such as Clothing (38) and Knitting
Miils (37) which use other textile inputs, appear
lower in the ranking of Table 4.2 than do their sup-
pliers, Cotton, Silk and Flax (32) and Man-made
Fibres and Yarn (31) for example.

Finally, the non-trading industries fall roughly
into two groups, those which produce mainly in-
termediate goods or services and those which supp-
ly domestic final demand directly. On average the
former are ranked higher in Table 5.4. Examples
are Business Fxpenses (112), Wholesale Trade (89},
Investment and Real Estate (101) and Other
Business Services (107). As would be expected,
since these industries supply inputs to most
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domestic producers, their own output changes tend |

towards the average output change for the
economy, that is, about ~0.1 per cent. The average
change in domestic final demand on the other hand
is zero because the domestic spending aggregates
are fixed exogenously in the simulation. Non-
trading industries which supply only or pre-
dominantly government final demand, the struc-
ture of which as well as the aggregate level is ex-
ogenous, experience almost no change in output.
The main examples are Defence (105), Education
and Libraries (107) and Public Administration
(104). Non-trading, investment-goods suppliers (88,
60 and 61 for example) show minor output changes
in response to the realiocation of the economy’s fix-
ed aggregate investment budget between industries
with different capital structures. The vartation in
the performance of the non-trading suppliers of
domestic household consumption is explained by
minor reallocations of the consumers’ budget in
response to changes in relative prices induced as a
consequence of the cost effects of the steel price in-
crease.

5. Concluding Remarks

The main purposes of this Chapter have been to
show the importance of accounting for inter-
industry linkages in policy-oriented economic
analysis and to illustrate how the implications of
the linkages can be traced out via formal economic
models. Examples were discussed in general terms
of the usefulness of inter-industry methods in the
analysis both of changes in industry policy (for ex-
ample, tariff changes) and also of the effects on the
economy of exogenous developments in a single
sector (for example, a mining boom). As well as
these general examples a specific case study was
presented (section 4) in which the short run effects
of a rise in steel prices was analysed using the
multisectoral ORANI model.

The case study in section 4 served to emphasise
the role of indirect effects in determining the impact
on the economy of the steel price rise but its
primary function was as an illustration of how the
ORANI model can be used. As a tool for policy
analysis, a Johansen-style model such as ORANI
has a number of advantages. The model is a general
purpose model which employs a linear solution pro-
cedure allowing modifications or extensions to be
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made easily when these are required to adapt the
model to new problems. The structure of the model
is quite simple : in fact many of its main features
were adequately illustrated using a very simple
‘stylised’ version (solution 3.2(a)). The value of
structural simplicity is that results remain easily in-
terpretable in terms of the economics underlying
the system, even in a model which is very large and
detailed with respect to the number of sectors
distinguished and the amount of data incorporated.
The result-interpretation stage is essential in using
the model for two reasons. Firstly, it provides a
constant check on the implementation and com-
puting procedures employed with the model. With
large systems the scope for problems arising in these
procedures is very great. Secondly, interpretation
highlights the insights into the working of the
economy which the model suggests rather than the
precise numerical values of the results. It is impor-
tant to be able to understand which of the many
mechanisms built into the model are dominant in
producing any given resulf. Simplifications in the
model’s theoretical structure and data limitations
will always mean that exact numerical values of
results should be approached with some caution. If
the user understands how features of the model
have contributed to the results, doubts about the
exact numbers can often be resolved by sensitivity
analysis.

Notes

1. ORANI was developed as part of the IMPACT
economic research project. IMPACT was
originally sponsored by a number of Com-
monwealth government agencies and now
operates under the joint sponsorship of the
Commonwealth Government and the University
of Melbourne. The Industries Assistance Com-
mission has taken a leading role among the par-
ticipating agencies throughout the life of the
project. See Powell (1977), Dixon, Parmeunter,
Ryland and Sutton (1977), and Dixon,
Parmenter, Sutton and Vincent (1981).

2. References for these studies are Powell (1977},
Dixon, Parmenter, Ryland and Sutton (1977},
Dixon, Parmenter and Sutton (1977, 1978a and
1978b), Dixon, Harrower and Powell (1977),
Powell and Parmenter (1979), Dixon, Poweil
and Parmenter (1979), Vincent, Dixon,
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10.

11,

12.

13.
14,
15.

Parmenter and Sams (1979 and 1980), Dixon,
Parmenter, Powell and Vincent (1979), and
Parmenter, Sams and Vincent (1980).

. The Australian Bureau of Statistics (ABS), for

example, distinguishes 109 industrial sectors in
its Input-Output iables. See ABS (1977). These
tables are discussed in more detail in subsection
3.1 below.

. Data on the commodity composition of the

capital stocks of Australian industries have
been compiled within the IMPACT project.
See Hourigan {1980).

. Some of the implications of such repercussions

for the co-ordination of various micro-
economic policies are discussed in Chapter 4,
Section 3.

. See page 69 and endnote 2 above.

See Gregory (1976} and page 72 above. See also
Chapter 6, Section 7 of the present volume.
See Corden (1971).

. See, for example, the proceedings volumes of

the regularly held international input-output
conferences. Brody and Carter (1972) and
Polenske and Skolka (1976) are two of the
more recent.

Problems associated with the introduction of
international trade are considered below in
subsection 3.1 (c), part (ii).

Note that equation (3.5) implies industry de-
mand functions for imvestment goods of the
same form as their demand functions for in-
termediate inputs {equation (3.2)). These can
be derived on exactly the same basis as were the
intermediate-demand functions, that is, by
assuming that investors are cost minimisers and
that they are constrained by fixed-coefficient
technology for capital formation.

Stock formation can, of course, be inciuded in
final demand.

See United Nations (1972).

CBCS (1973, p. 3).

An obvious problem with the Australian input-
output accounts from the users’ point of view
has been the age of the data at the time of
publication. The 1968-69 tables, for example,
did not appear until eight years after their
reference point. Recent changes in the method
of compilation within the ABS will result in
more timely publication in future. As is the
practice in some overseas countries, it is pro-

16.

17.

18.

19.

20,

21.

22,
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posed to move to the production of an annual
series of input-output tables for Australia. See
Gretton and Cottrell (1979).

Measurement and valuation problems can
clearly arise with respect to intra-industry flows
especially if these include flows between
establishments in the same enterprise. The ABS
publish both gross and net tables.

Note that under ABS conventions all primary-
factor flows are allocated to the industry col-
umns, Factor services are not shown as absorb-
ed directly into capital formation, for example,
but only indirectly via producers of investment
goods.

Note that with the ‘basic’ valuation convention
employed for Table 5.1 (see below) the positive
and negative entries cancel exactly.

Competing imports can alternatively be shown
in matrix form. The competing imports matrix
corresponding to Table 5.1 would have 9 rows
and a column for each industry and final de-
mand category. The typical, §j, element of
such a matrix would show the basic value of im-
ports classified as competing with the output of
domestic industry / and purchased by domestic
industry or final demand category j. Input-
output tables described as allocating competing
imports indirectly have such an imports matrix
added to the domestic flows section of the
table, The j" element of the & industry row of
such a table shows, therefore, the flow of the
output of domestic industry i plus the flow of
competing imports of the " category going to
the fuser. The ABS publishes tables with both
treatments.

Gross operating surpius thus includes deprecia-
tion as well as the net return to capital.

The mark-up industry may, of course, also
make direct sales to its customers. For example,
the transport industry produces taxi rides as
well as freight services.

Alternatively, this margins data could be
presented in separate mark-up and tax
matrices, the if" elements of which would
show, respectively, the trade and transport
mark-up, and the comumodity tax associated
with the ift flow in the basic values matrix.
Then addition of the mark-up and tax matrices
to the basic values matrix would yield a matrix
of flows valued at purchasers’ prices. Models
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23.

24.

25.

26.

27.

28.

29.

30.

with price accounting systems more elaborate
than the simple input-output model, ORAN]I
for example, may require margins data in the
expanded form. See subsection 3.2(b)(viii)
below.

Note that the mforrnatlon is not available from
ABS sources for the Australian input-output
classification. A project to generate such data
has been undertaken in the IMPACT project.
See Hourigan (1980).

See, for example, Schultz (i1976), and
Kuyvenhoven (1976).
These limitations are discussed further with -

respect to recent input-output analyses, and
input-output-based models in Dixon and
Parmenter (1979).

As explained above (p. 77) it will be necessary
to look beyond direct primary input propor-
tions in order to decide which industries are
comparatively labour- or capital-intensive,

To add imports and domestic commodities of
the same classification in the same equation,
for example to write the market-clearing equa-
tion for domestic goods as

= A*X+Y-M (3.16)

where A* is a matrix of coefficients showing
unit requirements of commodities undifferen-
tiated as to source, would imply that they are
perfect substitutes, that is, that they are the
same commaodity. This leaves a problem as to
what determines the shares of imports and
domestic supplies in total usage. If import
prices differ from the prices of domestic com-
modities, cost-minimising users would use
gither imports only or domestic supplies only.
Note that having solved for the X, values for
the eliminated variables (X} could easily be ob-
tained by back solution via equation (3.2).

For a more detailed discussion, see Dixon
(1979).

Note that the proportional change solution is
therefore strictly valid only for ‘small’ changes
in U and V. For ‘large’ changes approximation
errors are to be expected. The question of what
is, for practical purposes, ‘large’ and ‘small’ is
investigated for the case of the ORANI model
in Dixon, Parmenter, Sutton and Vincent
(1981). In that volume it is also shown that an
approximation-free solution for ORANI can

31.

32.

33.

34.

35.
36.
37.

38.

39.

40.

41.
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easily be obtained by a small number of suc-
cessive applications of the linear solution
technigue.

As will be shown below, there is considerable
choice for the user of ORANI as to which
variables are treated as exogenous. This choice
allows a great deal of flexibility to the user in
specifying different economic environments for
experiments with the model.

In fact, the number of equations and variables
in the basic theoretical from of ORANI (see
Dixon, Parmenter, Sution and Vincent (1981),
Table 1) is too large to be solved directly in
this way. Algebraic methods are therefore used
to eliminate variables and condense the system
to a more manageable size, just as intermediate
input demands were eliminated in solving the
input-output model. Solution values for the
eliminated variables are then obtained by back-
substitution,

This section draws heavily on material original-
Iy prepared by Peter Dixon for use in training
courses for the ORANI model. See Dixon
(1978).

Government spending, 1nvestrnent and exports
are all omitted for simplicity.

See equation (3.27)*, p. 88.

Cf. equation (3.31)*, p. 88.

Note that this represents the application of
Walras’s Law to the model.

The ORANI theoretical structure, for example,
contains several million equations (see Dixon,
Parmenter, Sutton and Vincent (1981) Table
23.1). It is condensed to about 300 equations
before computation,

An exception is the treatment of government
current expenditure which is assumed ex-
ogenous with regard to its commodity and
source compositions.

This form follows from assuming that domestic
users of any good i choose their combinations
of imports and domestic supplies of the com-
modity so as to minimise the total cost of their
requirements of ‘effective’ units of subject to
the definition of an effective unit of 7 as a CES
combination of imports and domestic supplies.
These shares can easily be computed on the
basis of comparisons between input-output
data with direct and indirect allocation of im-
ports. See p. 80 and endnote 19,



16

42,

43,

45,

46.

47,

48.

49.

50.
51.

Best estimates of these elasticities for the major
export commodities are given in Freebairn
(1978). The values used in the current version
of ORANI range from 1.3 (wool) to 20
(minerals, sugar and non-wheat grains).

Recall that this was the equation eliminated by
Walras’s law from the stylised model.

. For example, consider a typical short-run

simulation from ORANI in which technology
and industries’ capital stocks are fixed and
labour supply is assumed to be perfectly elastic
at a fixed real wage. In a one-sector model with
a neoclassical production function and com-
petitive, profit-maximising producers, these
assumptions would be enough to fix employ-
ment: employment is determined at the level at
which the real wage equals the marginal pro-
duct of labour which is known for each level of
employment. With both employmeni and the
capital stock thus fixed, output is fixed. All
that remains is 1o determine the allocation of
GDP between domestic absorption and the
balance of trade. ORANI, of course, is a multi-
sectoral model whose sectors differ in capital
intensity. Compositional effects, therefore, can
produce output responses to demand changes
even with fixed real wage rates and neociassical
short run assumptions.

See subsection 3.2(b)(i}). In the application of
the source demand equation (3.36) to
household demand the activity variables (w,)
are the x ¥ determined by equation (3.38).

The price of each type of commodity is defined
as a weighted average of the relevant import
and domestic prices.

That is, the investment vectors from the input-
output tables have been disaggregated into in-
vestment matrices which show inputs to invest-
ment disagregated by industry of use as well as
by type of input (cf. p. 81 above).

z, can be thought of as defining the position of
industry /s production possibility curve,

The ¢j define the shape of the production
possibility curve for industry j. Their estima-
tion is described in Vincent, Dixon and Powell
{1980).

See subsection 3.2(a)(iii).

Analogous constraints are imposed on the ac-
tivities of investment, importing, exporting and
commeodity distribution which were not includ-
ed in the stylised model.

52.

33.

54.

55.

56.
57.

38,

59.

60.

61.

62.

63.

INDUSTRIAL ECONOMICS

This choice was discussed for the case of the
stylised Johansen model in subsection 3.2(a).
Recall from p. 84 that each new partition
just requires a new division of the matrix A4 in
equation (3.19) into the submatrices A, and 4,
{equations (3.20) and (3.21)).

The steel industry itself is an exception in the
simulation, For technical reasons associated
with the exogenous treatment of the price of
steel, capital usage in the industry is en-
dogenous and the rental rate on its capital ex-
ogenous.

Note however, that investment is entirely ex-
ogenous for industries 17, 84- 86, and 103- 108
for reasons explained in subsection 3.2(b)}(v). In
addition, for technical reasons, the steel in-
dustry itself (63) was inciuded in the exogenous-
investment group for this simulation.

See subsection 3.2(b){iii}, and endnote 44,

A user-specified parameter determines the level
of indexation.

The ORANI theory has nothing to say about
how a change in domestic refative to world
prices might actually be split between changes
in domestic prices and changes in the exchange
rate,

Note that the indirect tax elements of domestic
costs (sales taxes, payroll {ax, etc.) are also ful-
ly indexed to the domestic consumer price in-
dex in the standard version of ORANL

Results for this variable are always presented as
changes rather than percentage changes. This is
becanse the base-period level for the balance of
trade could take the value zero.

Almost all of the remaining sales of domestic
steel are accounted for by exports {more than
12 per cent of total saies.) In this simulation
steel exports are exogenous and assumed con-
stant, Domestic steel producers are thus assum-
ed to subsidise exports in the sense that they do
not attempt to extract from foreign customers
the price increase which is assumed to be levied
on the domestic market.

Direct and indirect effects of a rise in prices via
industries® intermediate input structures are
what are accounted for in the input-output
price model (equation (3.14)). In that model
cost increases are assumed to be completely
handed on.

They are industries 43, 64-70, 74 and 76-8.
For industry descriptions, se¢ Table 5.4,
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64. Note that the data base shows a slight deficit on
the balance of trade,

65. See Vincent, Dixon, Parmenter and Sams
(1979}, and Higgs (1980).

66. These two factors determine the strengih of the
import substitution effects in the ORANI de-
mand equations (see subsection 3.2(b)(ii}}.

67. Recall that the intermediate and export markets
account for virtually all the sales of domestic
steel (see p. 97, and endnote 61).

68. The share of intermediate usage in total sales of
steel is 0.87.

69. The subscript () is used to indicate dornestic
good i, and (i2) to indicate imports of good i.

70. These are computed as weighted sums of the
percentage changes in basic value prices and
margins costs. The percentage changes in the
basic value prices of domestic and imported
steel are 10 and O respectively and the cost of
margins is assumed, for the purposes of the ex-
planatory calculation, to move in line with the
domestic consumer price index {(that is, 0.28 per
cent, see Table 5.3). The share of basic value in
purchasers’ prices is 0.9 for both imports and
domestic supplies. (C£. subsection 3.2(b)(viii)).

71. This relatively low value for the elasticity of
substitution is used in ORANI to reflect the
fact that imports of steel are typically of dif-
ferent product lines than domestic output.

72. That is, their export levels are determined end-
ogenously in the simulation (see subsection
3.2(b)(ii)).

73. In fact, the CES, primary-input production
functions in ORANI imply that the short-run
elasticity of output with respect to value-added
price in industry j is given

U‘?S L

ej =

IMSIJ

where of“} is the pairwise elasticity of substitu-
tion between primary factors in industry j, and
S, . is the share of labour in industry j’s total
primary costs.

74. These are the three multi-product agricultural
industries in ORANI for which transformation
frontier parameters have been estimated (see
subsection (3.2)(b)(vii)). Large shares of their
outputs are accounted for by the export com-
modities, wool and grains. .

75. Note that, within agriculture, industry 3 is
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more labour-intensive than either 1 or 2.
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