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Abstract

For CGE modellers, simulation time and memory requirement are a burden for a research project. A prediction for these requirements could help scheduling a model development plan. This paper estimates simulation time and memory requirement of a multi-sector regional model. It also estimates percentage changes in these requirements with respect to one percent increase in the number of sectors and regions. In general, for a large model, an increase in the number of sectors or regions significantly influences simulation time and memory usage.
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Introduction

TERM is a bottom-up regional model here applied to Japanese data. Running a large scale CGE model such as TERM is constrained by its simulation time and memory usage. Long simulation time could delay a research project. Simulation could not be completed if memory requirement is greater than equipped. It is beneficial for CGE modellers to predict how much time and memory is required for a simulation.
Estimates for simulation time and memory requirement are obtained through the regression method. OLS is used for the estimation. This does not means the OLS is the best: there are certainly other methods which provide more accurate estimates. However, the purpose of this paper does not explore the best estimation method but provide rough idea for simulation time and memory requirement given number of sectors and regions. The simulation time and memory requirement also depend on various factors such as: CPU; operating system; back-ground program (e.g. anti-virus program); system settings; and command file specification (e.g. MMNZ value and solution method). These factors would have more significant effect on estimates than the regression method adopted.
We estimate that a 10 percent increase in the number of sectors results in 23 percent increase in simulation time and a 15 percent increase in memory requirement, whereas a 10 percent increase in the number of regions results in 29 percent increase in simulation time and 14 percent of memory requirement. TERM has a similar structure to GTAP. Probably, similar results would also be obtained for GTAP.

Regression results
Model

ln(CPUTIMEi) 
= (1 + (2 ln(SECi) + (3 ln(REGi) + ei
(1.0)

ln(CPUTIMEi)
= (4 + (5 ln(DATSIZEi) + ei
(2.0)

ln(RAMUSEi)
= (1 + (2 ln(SECi) + (3 ln(REGi) + ei
(3.0)
where CPUTIMEi is simulation time; SECi is number of sectors; REGi is number of regions; DATSIZEi is input data size; RAMUSEi is required memory for a simulation; and subscript i indicates ith observation.
In equation (1.0), the exponent of intercept coefficient (1 refers to a simulation time regardless of the number of sectors and regions. For the model with a single sector and region, an exponent of sum of (1 to (3 shows simulation time of a macro model. Coefficient (2 and (3 respectively show that percentage change in simulation time results from percentage change in the number of sectors and regions. In equation (2.0), the exponent of intercept coefficient (4 refers to simulation time regardless of an input data size. Coefficient (5 shows that percentage change in simulation time results from one percent increase in an input data.
In equation (3.0), the exponent of intercept coefficient (1 shows refers to memory usage regardless of the number of sectors and regions. For the model with a single sector and region, an exponent of sum of (1 to (3 shows memory usage of a macro model. Coefficient (2 and (3 respectively show that percentage change in memory usage results from one percent increase in the number of sectors and regions. 

Estimated model


ln(CPUTIMEi) 
= –19.40 + 2.34*ln(SECi) + 2.87*ln(REGi) + ei
(1.1)


(0.88)
(0.18)
(0.20)

ln(CPUTIMEi)
= –3.38 + 1.78*ln(DATSIZEi) + ei
(2.1)



(0.10)
(0.08)

ln(RAMUSEi)
= –4.51 + 1.45*ln(SECi) + 1.38*ln(REGi) + ei
(3.1)



(0.33)
(0.07)
(0.08)
Equation (1.1) through (3.1) respectively shows regression results for (1.0) through (3.0). Figures in the parentheses below the estimates are the relevant standard errors. Variables in the equations are natural logarithm of observed values. According to (1.1), one percent increase in the number of sectors and regions would respectively contribute 2.34 and 2.87 percent increase in simulation time. Equation (2.1) shows that one percent increase in an input data would rise simulation time by 1.78 percent. The relationship between memory requirement and the number of sectors and regions are obtained from (3.1). One percent increase in the number of sectors and regions would respectively contribute 1.45 and 1.38 percent increase in memory requirement.
For clearer understanding of relationship between these variables, the explanation of regression results uses graphs in the following section. Raw data and regression outputs are found in the end.
Regression results in graphs
Graph 1 shows the effect on simulation time for different numbers of sectors given 47 regions. By fixing number of regions to forty-seven, simulation time is significantly influenced by number of sectors. With 104 sectors and 47 regions, it is predicted to take 12 hours to run a model. From a CGE modeller’s point of view, this would not be acceptable simulation time. The size of a model should be reduced for faster model development. Graph 2 shows the effect on simulation time for different numbers of regions given 32 sectors. For a thirty-two sector model, some regions could be further disaggregated with modest simulation time increase. For a Japanese version of TERM, it implies possible disaggregation for some regions to sub-prefecture districts (e.g. shi-cho-shon level).
Graph 3 shows the effect on memory usage of different numbers of sectors given 47 regions. With a forty-seven region model, memory requirement is significantly influenced by number of sectors. With 104 sectors and 47 regions, it needs 1.8 Giga byte memory to run the model. For such a large memory requirement, it is hard to conduct a simulation in practice: the sectors should be aggregated. Graph 4 shows the effect on memory usage of different numbers of regions given 32 sectors. For a thirty-two sector model, the number of regions should be carefully disaggregated to keep required memory below the equipped. Graph 5 shows the effect on simulation time from different sizes of input data. The OLS estimate (a5) indicates that for one percent increase in the input data, simulation time increases by 1.8 percent.
Conclusion

This paper provides rough idea for simulation time and memory usage of running a CGE model. For a 104 sector and 47 region TERM model of the Japanese economy, both simulation time and memory requirement is severe. A model development is efficient to start with smaller sectors and regions. Then, the model would be extended to a full size model (e.g. 104 sectors and 47 regions).
Graphs
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Graph 1: Relationship between simulation time (hours) and the number of sectors given 47 regions
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Graph 2: Relationship between simulation time (hours) and the number of regions given 32 sectors
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Graph 3: Relationship between memory usage (Mb) and the number of sectors given 47 regions
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Graph 4: Relationship between memory usage (Mb) and the number of regions given 32 sectors
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Graph 5: Relationship between simulation time (hours) and the size of input data (Mb) with natural logarithm
Regression outputs
The following table 1 through 3 is the regression output for equation (1.0) through (3.0).

	Dependent Variable: LOG(CPUTIME)

	Method: Least Squares

	Sample: 1 25
	Included observations: 25

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	C
	-19.40363
	0.879405
	-22.06450
	0.0000

	LOG(SEC)
	2.337760
	0.180245
	12.96991
	0.0000

	LOG(REG)
	2.867981
	0.201231
	14.25219
	0.0000

	R-squared
	0.944069
	
	Mean dependent var
	-2.575772

	Adjusted R-squared
	0.938985
	
	S.D. dependent var
	2.042241

	S.E. of regression
	0.504460
	
	Akaike info criterion
	1.581510

	Sum squared resid
	5.598554
	
	Schwarz criterion
	1.727775

	Log likelihood
	-16.76887
	
	F-statistic
	185.6717

	Durbin-Watson stat
	1.455944
	
	Prob(F-statistic)
	0.000000


Table 1: Regression of simulation time (CPUTIME) against number of sectors (SEC) and regions (REG) with natural logarithm

	Dependent Variable: LOG(CPUTIME)

	Method: Least Squares

	Sample: 1 25
	Included observations: 25

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	C
	-3.383410
	0.095000
	-35.61481
	0.0000

	LOG(DATSIZE)
	1.776292
	0.079736
	22.27714
	0.0000

	R-squared
	0.955707
	
	Mean dependent var
	-2.575772

	Adjusted R-squared
	0.953781
	
	S.D. dependent var
	2.042241

	S.E. of regression
	0.439052
	
	Akaike info criterion
	1.268219

	Sum squared resid
	4.433626
	
	Schwarz criterion
	1.365729

	Log likelihood
	-13.85274
	
	F-statistic
	496.2709

	Durbin-Watson stat
	1.321793
	
	Prob(F-statistic)
	0.000000


Table 2: Regression of simulation time (CPUTIME) against input data size (DATSIZE) with natural logarithm

	Dependent Variable: LOG(RAMUSE)

	Method: Least Squares

	Sample: 1 25
	Included observations: 25

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	C
	-4.511567
	0.330160
	-13.66481
	0.0000

	LOG(SEC)
	1.444448
	0.067670
	21.34538
	0.0000

	LOG(REG)
	1.378688
	0.075549
	18.24887
	0.0000

	R-squared
	0.972861
	
	Mean dependent var
	4.655667

	Adjusted R-squared
	0.970394
	
	S.D. dependent var
	1.100708

	S.E. of regression
	0.189392
	
	Akaike info criterion
	-0.377828

	Sum squared resid
	0.789126
	
	Schwarz criterion
	-0.231563

	Log likelihood
	7.722853
	
	F-statistic
	394.3233

	Durbin-Watson stat
	1.498458
	
	Prob(F-statistic)
	0.000000


Table 3: Regression of simulation time (RAMUSE) against number of sectors (SEC) and regions (REG) with natural logarithm

Other specifications

CPU: AMD Athlon MP 1800+ (1.53 GHz)

RAM: 2.00 Gb

Operating system: MS Windows XP professional version

Solution method: 3 step Euler

Model: TERM model for the Japanese economy
Observed Data
	obs
	Sec
	Reg
	CPUtime(Hr)
	DatSize(Mb)
	RamUse(Mb)
	TGMEM1
	TGMEM2
	MMNZ
	Oth

	1
	12
	11
	0.00149
	0.135148
	16.21914
	2.03
	0.116059
	0.339423
	10

	2
	12
	17
	0.001466
	0.273893
	16.21914
	2.03
	0.116059
	0.339423
	10

	3
	12
	22
	0.007794
	0.484639
	29.18159
	5.08
	0.116059
	1.165461
	10

	4
	12
	32
	0.028805
	0.969654
	44.07602
	8.39
	0.116059
	2.13083
	10

	5
	12
	47
	0.120039
	2.358661
	79.6917
	16.6
	0.116059
	4.414637
	10

	6
	20
	11
	0.004078
	0.321796
	24.731
	3.72
	0.116059
	0.907912
	10

	7
	20
	17
	0.014347
	0.670829
	40.33126
	6.54
	0.116059
	1.972933
	10

	8
	20
	22
	0.042806
	1.188819
	60.83009
	10
	0.116059
	3.392836
	10

	9
	20
	32
	0.145694
	2.353256
	97.71744
	16.6
	0.116059
	5.916782
	10

	10
	20
	47
	0.616614
	5.578463
	188.7981
	32.8
	0.116059
	12.15684
	10

	11
	32
	11
	0.008903
	0.478948
	36.46537
	5.45
	0.116059
	1.741609
	10

	12
	32
	17
	0.042908
	0.867153
	77.89427
	9.01
	0.116059
	4.897351
	10

	13
	32
	22
	0.04527
	1.374099
	90.93307
	13.1
	0.116059
	5.643084
	10

	14
	32
	32
	0.110178
	2.389058
	145.7288
	20.2
	0.116059
	9.617729
	10

	15
	32
	47
	0.389491
	4.894913
	276.6362
	35
	0.116059
	19.29334
	10

	16
	48
	11
	0.033166
	0.906958
	69.57663
	8.84
	0.116059
	4.218381
	10

	17
	48
	17
	0.139714
	1.578573
	154.6265
	14.2
	0.116059
	10.8592
	10

	18
	48
	22
	0.358458
	2.404403
	257.6874
	20.5
	0.116059
	18.92261
	10

	19
	48
	32
	1.169236
	3.970442
	540.5515
	31.3
	0.116059
	41.59462
	10

	20
	48
	47
	1.227731
	7.573837
	599.6104
	53.2
	0.116059
	44.69119
	10

	21
	54
	11
	0.051897
	1.27646
	89.50007
	10.9
	0.116059
	5.707001
	10

	22
	54
	17
	0.238134
	2.333841
	209.9436
	18.6
	0.116059
	15.10229
	10

	23
	54
	22
	0.218958
	3.699355
	210.862
	27.8
	0.116059
	14.41217
	10

	24
	54
	32
	0.689314
	6.390102
	398.1922
	44.4
	0.116059
	28.63968
	10

	25
	54
	47
	2.473908
	12.8499
	793.1946
	79.9
	0.116059
	58.59822
	10


Note: CPUtime is in seconds. RamUse is in mega bytes, which is computed by the following formula:
RamUsei = TGMEM1i + TGMEM2i + 12*MMNZi + Othi.

Oth is miscellaneous memory requirement.
( I thank Mark Horridge for valuable comments and advice. The author is responsible for the article’s shortcomings and conclusions.
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